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#### Abstract

Let $T$ be Gödel's system of primitive recursive functionals of finite type in a combinatory logic formulation. Let $T^{\star}$ be the subsystem of $T$ in which the iterator and recursor constants are permitted only when immediately applied to type 0 arguments. By a Howard-Schütte-style argument the $T^{\star}$ derivation lengths are classified in terms of an iterated exponential function. As a consequence a constructive strong normalization proof for $T^{\star}$ is obtained. Another consequence is that every $T^{\star}$-representable numbertheoretic function is elementary recursive. Furthermore, it is shown that, conversely, every elementary recursive function is representable in $T^{\star}$.

The expressive weakness of $T^{\star}$ compared to the full system $T$ can be explained as follows: In contrast to $T$, computation steps in $T^{\star}$ never increase the nesting-depth of $\mathcal{I}_{\rho}$ and $\mathcal{R}_{\rho}$ at recursion positions.


## 1 Introduction and motivation

This article is part of a general investigation of (sub-)recursive function theory and the theory of primitive recursive functionals of finite type by using methods borrowed from term rewriting theory. The general idea behind this approach is as follows. Assume that we are interested in a complexity class $\mathcal{C}$ of numbertheoretic functions which is defined equationally. First, one attempts to assign to $\mathcal{C}$

[^0]a canonical rewrite system $\mathcal{R}_{\mathcal{C}}$ that computes every function in $\mathcal{C}$. Second, one classifies the derivation lengths in $\mathcal{R}_{\mathcal{C}}$. If this can be done, we obtain information about the computational nature of $\mathcal{C}$. For example, we obtain time bounds for computing the elements of $\mathcal{C}$ on a Turing or register machine. This approach has been applied successfully to various small and large complexity classes (See, for example, $[1,5,10,14,15,16,17])$. It is particularly suited when $\mathcal{C}$ is defined via a (typed or untyped) reduction system, since then the choice of $\mathcal{R}_{\mathcal{C}}$ is clear in advance. In $[17,18]$ a classification of derivation lengths for Gödel's system $T$ of primitive recursive functionals of finite types in the $C L$ and the lambda formulation have been given by explicitly constructing an $\varepsilon_{0}$-recursive function $\mathcal{D}: T \rightarrow \omega$ so that $a$ reduces to $b$ implies $\mathcal{D} a>\mathcal{D} b$ for all terms $a, b \in T$. $\mathcal{D}$ may be considered as witnessing constructively the strong normalization of $T$. In the construction of $\mathcal{D}$ transfinite ordinals come into play via a variant of the Howard-Schütte-function [ $]_{0}: T \rightarrow \varepsilon_{0}$ (see $[7,13]$ ) which witnesses (constructively) the normalization property of $T$. In fact, $\mathcal{D}$ and []$_{0}$ have to be defined simultaneously. At this point it seems quite natural to pin down exactly the rôle of transfinite ordinals in the original Howard-Schütte proof and in its modification based on $\mathcal{D}$.

Of course, since $T$ represents exactly the $<\varepsilon_{0}$-recursive functions the use of some form of transfinite induction up to $\varepsilon_{0}$ is necessary for proving the normalization property for $T$. Here we will find a natural subsystem $T^{\star}$ of $T$ for which the strong normalization proof via [ ] 0 does not require transfinite ordinals.

For this purpose let us take a closer look at the Howard-Schütte weak normalization proof for $T$ given in [13]. The infinite ordinals are used when one deals with unrestricted occurrences of iterators $\mathcal{I}_{\rho}$. For the subsystem $\tilde{T}$ of $T$, in which iterator operators can occur only when applied to a numeral, the Howard-Schütte function [ ] ${ }_{0}$, restricted to $\tilde{T}$ witnesses constructively the strong normalization of $\tilde{T}$. In particular, [ ] 0 also witnesses the strong normalization of the simple typed $\lambda$-calculus - i.e. the subsytem of $T$ without iterators - and [ ] $]_{0}$ also provides non trivial upper bounds for the resulting derivation lengths.

In the Howard-Schütte approach iterator occurrences of the form $\mathcal{I}_{\rho} t^{0}$ where $t^{0}$ is not a numeral are dealt with by transfinite ordinals. It will be shown here that this is not necessary, and following $[16,17]$ we propose a modified definition of []$_{0}$ (that will also be denoted by []$_{0}$ ) that assigns finite ordinals to $\mathcal{I}_{\rho} t^{0}$. Let $T^{\star}$ be the subsystem of $T$ in which the iterator operators $\mathcal{I}_{\rho}$ can occur only when applied to a (type 0 ) argument.

Thus, for example, the $T$-term $\mathcal{K}_{\rho \rho} \mathcal{I}_{\rho} \mathcal{I}_{\rho}$ is not a $T^{\star}$-term. Then the modified Howard-Schütte assignment [ ] ${ }_{0}$ witnesses the strong normalization for $T^{\star}$ without using transfinite ordinals.

But this proof yields much more interesting information! Indeed [ []$_{0}$ can be defined in terms of elementary functions such as $0,+, \cdot$ and $\lambda x .2^{x}$ for any term $a \in T^{\star}$. Thus, the derivation lengths function for $T^{\star}$ is in the fourth Grzegorczyk class $\mathcal{E}_{4}$. Moreover, if $f: \mathbb{N}^{k} \rightarrow \mathbb{N}$ is representable in $T^{\star}$ then a look at the corresponding derivation lengths shows that $f$ is computable in
elementary recursive time, hence is elementary recursive.
The expressive weakness of $T^{\star}$ can be explained as follows: Let $a$ be a term of $T^{\star}$. Then the nesting-depth of iterator operators in an arbitrary computation of $a$ is bounded by the nesting-depth of iterator operators occuring in $a$ itself, i.e. is bounded a priori. This is not the case for unrestricted iterator occurrences $\mathcal{I}_{\rho}$, since we can not predict a priori the recursion arguments of $\mathcal{I}_{\rho}$ which may appear during a compution of a term $a$ (in which $\mathcal{I}_{\rho}$ occurs not restrictedly). This is the deeper reason to assign the infinite ordinal $\omega$ in some way to $\mathcal{I}_{\rho}$, since $\omega$ is larger than all the finite ordinals which are assigned to members of the familiy $\left(\mathcal{I}_{\rho} t^{0}\right)_{t^{0} \in T}$

However, it is shown that random-access machine transitions can be simulated in the subsystem of $T^{\star}$ in which the iterator is dropped. This is utilized for showing that $T^{\star}$ represents any elementary recursive function, hence $T^{\star}$ represents exactly the elementary recursive functions.

It turns out that $T^{\star}$ defines the same class of numbertheoretic functions as Leivant's calculus of predicative recurrence in higher types, namely the class of elementary recursive functions. Nevertheless it seems that Leivant's result is not directly comparable to the characterization of $T^{\star}$ obtained here. We do not need a tiering operator on finite types. Furthermore, in $T^{\star}$ any elementary recursive function $f: \mathbb{N}^{k} \rightarrow \mathbb{N}$ is represented by a type one functional, whereas in Leivant's approach one has to find an object type $\tau_{f}$ so that $f$ can be skewly represented by a term of type $\tau_{f}^{k} \rightarrow 0$. In this paper the use of iterators is essential whereas in Leivant's approach reccurrence can be eliminated by using an interpretation which simulates higher type Church numerals.

The methods of this paper can also be applied to a $\lambda$-formulation of $T^{\star}$. The restriction on terms consists in allowing only iterators of the form $\mathcal{I}_{\rho} t^{0}$ and in disallowing $\lambda$-abstraction of the form $\lambda x \ldots \mathcal{I}_{\rho} t^{0} \ldots$ where $x$ occurs in $t^{0}$. A somewhat related restriction on reductions is already contained in [7], where Howard deals with contracting subterm occurences instead of subform occurences (cf. p. 446 in [7]).

In Section 2 we define $T^{\star}$ in detail. In Section 3 we classify the $T^{\star}$-derivation lengths and show that every $T^{\star}$-representable function is elementary recursive. In Section 4 we prove that every elementary recursive function is representable in $T^{\star}$. Section 5 contains some applications of the machinery developed in Section 3. In particular, by a uniform Howard-Schütte style argument we show that $T^{\star}$ is closed under several schemes of recursion like recursion with parameter substitution, simple nested recursion and unnested multiple recursion.

## 2 Basic definitions

We follow essentially the notation of chapter $V I$ of [13].
Definition 1 Inductive definition of types.

1. The symbol 0 is a type.
2. If $\sigma$ and $\tau$ are types than $(\sigma) \tau$ is also a type.

For the sake of brevity we write $\sigma \tau$ for $(\sigma) \tau$.
We posit of the following variables and constants.

1. Denumerably infinitely many variables of each type.
2. The arithmetic constants $\mathcal{O}$ (for the natural number zero), $\mathcal{S}^{+}$(for the successor function) and $\mathcal{P}$ (for the predecessor function).
3. The combinators $\mathcal{K}_{\sigma \tau}$ and $\mathcal{S}_{\rho \sigma \tau}$ for each type $\rho, \sigma, \tau$.
4. The discriminator $\mathcal{D}_{\sigma}$ for each type $\sigma$.
5. The iterator functional $\mathcal{I}_{\rho}$ for each type $\rho$.

Compared with Schütte's approach we have added constants for the predecessor function and the discriminator. (In $T$ these functions are definable anyway.) In contrast to the other constants the iterator functionals will not be considered as terms.

Definition 2 Inductive definition of the terms of $T^{\star}$ and their types

1. Every variable of type $\tau$ is a term of type $\tau$.
2. $\mathcal{O}$ is a term of type 0 .
3. $\mathcal{S}^{+}$is a term of type 00 .
4. $\mathcal{P}$ is a term of type 00 .
5. $\mathcal{K}_{\sigma \tau}$ is a term of type $\tau \sigma \tau$.
6. $\mathcal{S}_{\rho \sigma \tau}$ is a term of type $(\rho \sigma \tau)(\rho \sigma) \rho \tau$.
7. $\mathcal{D}_{\sigma}$ is a term of type $0 \sigma \sigma \sigma$.
8. If $t^{0}$ is a term of type 0 then $\mathcal{I}_{\rho} t^{0}$ is a term of type ( $\left.\rho \rho\right) \rho \rho$.
9. If $a^{\sigma \tau}$ is a term of type $\sigma \tau$ and $b^{\sigma}$ is a term of type $\sigma$ then $a^{\sigma \tau}\left(b^{\sigma}\right)$ is a term of type $\tau$.

For the sake of brevity we write $a^{\sigma \tau} b^{\sigma}$ for $a^{\sigma \tau}\left(b^{\sigma}\right)$ if the term $b^{\sigma}$ is not written as a composite term. $x^{\tau}, y^{\tau}, z^{\tau}$ range over variables of type $\tau . a^{\tau}, b^{\tau}, c^{\tau}, d^{\tau}$ range over terms of type $\tau$. In particular, $t^{0}$ ranges over terms of type 0 . For avoiding annoying case distinctions we allow $a^{\sigma \tau} b^{\sigma}$ also to denote terms of the form $\mathcal{I}_{\rho} t^{0}$. In this case $b^{\sigma}$ and $a^{\sigma \tau} b^{\sigma}$ are terms but not $a^{\sigma \tau}$.

Definition 3 Inductive definition of the numerals $\underline{n}$

1. $\underline{0}:=\mathcal{O}$.
2. $\underline{n+1}:=\mathcal{S}^{+} \underline{n}$.

In order to allow general unrestricted reductions we modify Schütte's definition of the one step reduction $\triangleright^{1}$ as follows.

Definition $4 \triangleright^{1}$ is the least binary relation on terms of $T^{\star}$ so that

1. $\mathcal{P}(\mathcal{O}) \triangleright^{1} \mathcal{O}$.
2. $\mathcal{P}\left(\mathcal{S}^{+} t^{0}\right) \triangleright^{1} t^{0}$.
3. $\mathcal{K}_{\sigma \tau} a^{\tau} b^{\sigma} \triangleright^{1} a^{\tau}$.
4. $\mathcal{S}_{\rho \sigma \tau} a^{\rho \sigma \tau} b^{\rho \sigma} c^{\rho} \triangleright^{1} a^{\rho \sigma \tau} c^{\rho}\left(b^{\rho \sigma} c^{\rho}\right)$.
5. $\mathcal{D}_{\sigma} \mathcal{O} a^{\sigma} b^{\sigma} \triangleright^{1} a^{\sigma}$.
6. $\mathcal{D}_{\sigma}\left(\mathcal{S}^{+} t^{0}\right) a^{\sigma} b^{\sigma} \triangleright^{1} b^{\sigma}$.
7. $\mathcal{I}_{\tau} 0 a^{\tau \tau} b^{\tau} \triangleright^{1} b^{\tau}$.
8. $\mathcal{I}_{\tau}\left(\mathcal{S}^{+} t^{0}\right) a^{\tau \tau} b^{\tau} \triangleright^{1} a^{\tau \tau}\left(\mathcal{I}_{\tau} t^{0} a^{\tau \tau} b^{\tau}\right)$.
9. If $b^{\sigma} \triangleright^{1} c^{\sigma}$ then $a^{\sigma \tau} b^{\sigma} \triangleright^{1} a^{\sigma \tau} c^{\sigma}$.
10. If $a^{\sigma \tau} \triangleright^{1} b^{\sigma \tau}$ then $a^{\sigma \tau} c^{\sigma} \triangleright^{1} b^{\sigma \tau} c^{\sigma}$.

By our convention, 9 . includes the case: if $s^{0} \triangleright^{1} t^{0}$ then $\mathcal{I}_{\tau} s^{0} \triangleright^{1} \mathcal{I}_{\tau} t^{0}$.
Let $\triangleright$ be the reflexive and transitive closure of $\triangleright^{1}$.
Definition 5 1. A term a is called normal or in normal form if there is no term $b$ such that $a \triangleright^{1} b$.
2. A term $a$ is called strongly normalizable if there does not exist an infinite sequence of terms $\left\langle a_{i}: i<\omega\right\rangle$ so that $a=a_{0}$ and $a_{i} \triangleright^{1} a_{i+1}$ for all $i<\omega$.
3. The relation $\triangleright$ is called confluent, if for all terms $a, b, c$ such that $a \triangleright b$ and $a \triangleright c$ there exists a term $d$ such that $b \triangleright d$ and $c \triangleright d$.

Lemma 1 1. Every term is strongly normalizable.
2. The relation $\triangleright$ is confluent.
3. If $a$ is a closed and normal term of type 0 then there exists an $n \in \mathbb{N}$ so that $a$ is equal to $\underline{n}$.

Proof. These results can be adapted, for example, from [13]. Additionally assertion 1 is proved contructively in Section 3.

Definition 6 Let $f: \mathbb{N}^{k} \rightarrow \mathbb{N}$. We say that $f$ is representable in $T^{\star}$ if there is a term $a^{0}$ with variables among $x_{1}^{0}, \ldots, x_{k}^{0}$ so that

$$
f\left(m_{1}, \ldots, m_{k}\right)=l \Longleftrightarrow a\left[x_{1}:=\underline{m_{1}}, \ldots, x_{k}:=\underline{m_{k}}\right] \triangleright \underline{l} .
$$

Note that Lemma yields that for each closed term a of type 0 there is a uniquely determined numeral $\underline{l}$ such that $a \triangleright \underline{l}$. We would like to remark that it is not justified to define the representing term for $f$ via the usual CL-translation of $\lambda x_{1} \ldots x_{k} . a$, since - in contrast to $T$ - the system $T^{\star}$ is not closed under translated $\lambda$-abstraction.

## 3 A constructive strong normalization proof for $T^{\star}$

Based on previous work by Howard and Schütte [7, 13] we define a mapping $[\cdot]_{0}$ such that $a \triangleright^{1} b$ implies $[a]_{0}>[b]_{0}$. As motivated in [7] this requires an assignment of a sequence of numbers to terms that is needed for deeling with the higher types. The definition of the vector of a term $a$ is based on the notion of the level, $g\left(a^{\tau}\right)$, of a term $a$ which itself is given by the level $g(\tau)$ of $\tau$.

Definition 7 Recursive definition of $g \tau$.

1. $g 0:=0$.
2. $g(\sigma \tau):=\max \{g \sigma+1, g \tau\}$.

Definition 8 1. $[0]_{i}:=0$.
2. $\left[\mathcal{S}^{+}\right]_{0}:=1$.
3. $\left[\mathcal{S}^{+}\right]_{i}:=0$ if $i>0$.
4. $[\mathcal{P}]_{0}:=1$.
5. $[\mathcal{P}]_{i}:=0$ if $i>0$.
6. $\left[\mathcal{D}_{\sigma}\right]_{0}:=1$.
7. $\left[\mathcal{D}_{\sigma}\right]_{i}:=0$ if $i>0$.
8. $\left[a^{\tau}\right]_{i}:=1$ if $i \leq g \tau$ and $a^{\tau}$ is a combinator.
9. $\left[a^{\tau}\right]_{i}:=0$ if $i>g \tau$ and $a^{\tau}$ is a combinator.
10. $\left[\mathcal{I}_{\rho} t^{0}\right]_{0}:=\left[t^{0}\right]_{0}$.
11. $\left[\mathcal{I}_{\rho} t^{0}\right]_{i}:=1$ if $1 \leq i \leq g \rho+1$.
12. $\left[\mathcal{I}_{\rho} t^{0}\right]_{i}:=\left[t^{0}\right]_{0}$ if $i=g \rho+2$.
13. $\left[\mathcal{I}_{\rho} t^{0}\right]_{i}:=0$ if $i>g \rho+2$.
14. $\left[a^{\sigma \tau} b^{\sigma}\right]_{i}:=2^{\left[a^{\sigma \tau} b^{\sigma}\right]_{i+1}} \cdot\left(\left[a^{\sigma \tau}\right]_{i}+\left[b^{\sigma}\right]_{i}\right)$ if $i \leq g \sigma$ and $a^{\sigma \tau}$ is not an iterator.
15. $\left[a^{\sigma \tau} b^{\sigma}\right]_{i}:=\left[a^{\sigma \tau}\right]_{i}$ if $i>g \sigma$ and $a^{\sigma \tau}$ is not an iterator.

The crucial point in Definition 8 is case 12 (cf. the proof of Lemma 13). In Lemma 13 we also need that $\left[s^{0}\right]_{0}>\left[t^{0}\right]_{0}$ implies $\left[\mathcal{I}_{\rho} s^{0}\right]_{0}>\left[\mathcal{I}_{\rho} t^{0}\right]_{0}$. This is the reason for putting $\left[\mathcal{I}_{\rho} t^{0}\right]_{0}:=\left[t^{0}\right]_{0}$ in case 10. Assigning a 1 to $\mathcal{S}^{+}$in case 2 guarantees that $[\underline{n}]_{0}=n$.

Lemma 2 1. For each term a there is a $k$ such that $[a]_{i}=0$ for all $i>k$.
2. $[a]_{i}<\omega$.

Lemma 3 1. $[\underline{n}]_{0}=n$.
2. $i \geq 1 \Rightarrow[\underline{n}]_{i}=0$.

Proof. By induction on $n$.
Lemma 4 1. If $a^{\sigma \tau} b^{\sigma}$ has not the form $\mathcal{I}_{\rho} t^{0}$ then $\left[a^{\sigma \tau}\right]_{i} \leq\left[a^{\sigma \tau} b^{\sigma}\right]_{i}$.
2. If $i \leq g \sigma$ then $\left[b^{\sigma}\right]_{i} \leq\left[a^{\sigma \tau} b^{\sigma}\right]_{i}$.

Proof. 1. This follows immediately from case (4) of definition 7. (Cf. [13]).
2. The assertion is clear if $a^{\sigma \tau} b^{\sigma} \neq \mathcal{I}_{\rho} t^{0}$. If $a^{\sigma \tau} b^{\sigma}=\mathcal{I}_{\rho} t^{0}$ then $g \sigma=0$ and $\left[\mathcal{I}_{\rho} t^{0}\right]_{0}=\left[t^{0}\right]_{0}$ holds by definition.

Lemma 5 1. $\left[a^{\sigma \tau} b^{\sigma}\right]_{i} \leq 2^{\left[a^{\sigma \tau} b^{\sigma}\right]_{i+1}} \cdot\left(\left[a^{\sigma \tau}\right]_{i}+\left[b^{\sigma}\right]_{i}\right)$ if $i \leq g \sigma$.
2. $\left[a^{\sigma \tau} b^{\sigma}\right]_{i} \leq\left[a^{\sigma \tau}\right]_{i}$ if $i>g \sigma$ and $a^{\sigma \tau} b^{\sigma}$ has not the form $\mathcal{I}_{\rho} t^{0}$.

Proof. If $a^{\sigma \tau} b^{\sigma} \neq \mathcal{I}_{\rho} t^{0}$ then equality holds by definition. Assume that $a^{\sigma \tau} b^{\sigma}=$ $\mathcal{I}_{\rho} t^{0}$. Then $\sigma=0$ and $g \sigma=0$. Let $i=0$. Then $\left[\mathcal{I}_{\rho} t^{0}\right]_{0}:=\left[t^{0}\right]_{0} \leq 2^{\left[\mathcal{I}_{\rho} t^{0}\right]_{1}}$. $\left(\left[\mathcal{I}_{\rho}\right]_{0}+\left[t^{0}\right]_{0}\right)$.

Definition $9 a^{\tau} \gg b^{\tau}: \Longleftrightarrow\left[a^{\tau}\right]_{0}>\left[b^{\tau}\right]_{0} \&(\forall i \leq g \tau)\left[a^{\tau}\right]_{i} \geq\left[b^{\tau}\right]_{i}$.
The proofs of the following lemmas $6,7,8,9$ and 10 are straightforward by simple monotonicity arguments. We only prove Lemma 10.

Lemma $6 \mathcal{P}(\mathcal{O}) \gg \mathcal{O}$.

Lemma $7 \mathcal{P}\left(\mathcal{S}^{+} t^{0}\right) \gg t^{0}$.
Lemma $8 \mathcal{D}_{\sigma} \mathcal{O} a^{\sigma} b^{\sigma} \gg a^{\sigma}$.
Lemma $9 \mathcal{D}_{\sigma}\left(\mathcal{S}^{+} t^{0}\right) a^{\sigma} b^{\sigma} \gg b^{\sigma}$.
Lemma $10 \mathcal{K}_{\sigma \tau} a^{\tau} b^{\sigma} \gg a^{\tau}$.
Proof. As in [13] we have $\left[\mathcal{K}_{\sigma \tau} a^{\tau} b^{\sigma}\right]_{i} \geq\left[a^{\tau}\right]_{i}$ by Lemma 3. For $i=0$ we obtain $\left[a^{\tau}\right]_{0}<2^{\left[\mathcal{K}_{\sigma \tau} a^{\tau} b^{\sigma}\right]_{1}} \cdot\left(2^{\left[\mathcal{K}_{\sigma \tau} a^{\sigma}\right]_{1}} \cdot\left(\left[\mathcal{K}_{\sigma \tau}\right]_{0}+\left[a^{\tau}\right]_{0}\right)+\left[b^{\sigma}\right]_{0}\right)=\left[\mathcal{K}_{\sigma \tau} a^{\sigma} b^{\tau}\right]_{0}$.

Lemma $11 \mathcal{S}_{\rho \sigma \tau} a^{\rho \sigma \tau} b^{\rho \sigma} c^{\rho} \gg a^{\rho \sigma \tau} c^{\rho}\left(b^{\rho \sigma} c^{\rho}\right)$
Proof. See [13].
Lemma $12 \mathcal{I}_{\tau} 0 a^{\tau \tau} b^{\tau} \gg b^{\tau}$.
Proof. Lemma 3 yields $\left[\mathcal{I}_{\tau} 0 a^{\tau \tau} b^{\tau}\right]_{i} \geq\left[b^{\tau}\right]_{i}$. Furthermore, we have $\left[b^{\tau}\right]_{0}<$ $\left[\mathcal{I}_{\tau} 0 a^{\tau \tau} b^{\tau}\right]_{0}=2^{\left[\mathcal{I}_{\tau} 0 a^{\tau \tau} b^{\tau}\right]_{1}} \cdot\left(\left[\mathcal{I}_{\tau} 0 a^{\tau \tau}\right]_{0}+\left[b^{\tau}\right]_{0}\right)$.

Lemma $13 \mathcal{I}_{\tau}\left(\mathcal{S}^{+} t^{0}\right) a^{\tau \tau} b^{\tau} \gg a^{\tau \tau}\left(\mathcal{I}_{\tau} t^{0} a^{\tau \tau} b^{\tau}\right)$.
Proof. We follow the argument of [13].
Note that $\left[\mathcal{S}^{+} t^{0}\right]_{0}=\left[t^{0}\right]_{0}+1$.
Let $\alpha_{i}:=\left[\mathcal{I}_{\tau}\left(\mathcal{S}^{+} t^{0}\right) a^{\tau \tau}\right]_{i}, \beta_{i}:=\left[\mathcal{I}_{\tau}\left(\mathcal{S}^{+} t^{0}\right) a^{\tau \tau} b^{\tau}\right]_{i}, \xi_{i}:=\left[\mathcal{I}_{\tau} t^{0} a^{\tau \tau}\right]_{i}, \eta_{i}:=$ $\left[\mathcal{I}_{\tau} t^{0} a^{\tau \tau} b^{\tau}\right]_{i}$, and $\zeta_{i}:=\left[a^{\tau \tau}\left(\mathcal{I}_{\tau} t^{0} a^{\tau \tau} b^{\tau}\right)\right]_{i}$. The proof given in [13] yields

$$
(*) \quad \xi_{i}<\alpha_{i}
$$

and

$$
(* *) \quad \eta_{i}+\zeta_{i}+1 \leq \beta_{i}
$$

whenever $1 \leq i \leq g \tau$. We now prove $\zeta_{0}=\left[a^{\tau \tau}\left(\mathcal{I}_{\tau} t^{0} a^{\tau \tau} b^{\tau}\right)\right]_{0}<\beta_{0}$.
Since $a^{\tau \tau}$ is not an iterator we have $\left[a^{\tau \tau}\left(\mathcal{I}_{\tau} t^{0} a^{\tau \tau} b^{\tau}\right)\right]_{0}=$
$2^{\zeta_{1}} \cdot\left([a]_{0}+\eta_{0}\right)=2^{\zeta_{1}} \cdot\left([a]_{0}+2^{\eta_{1}} \cdot\left(\xi_{0}+[b]_{0}\right)\right)=$

$$
\zeta_{0}=2^{\zeta_{1}} \cdot\left([a]_{0}+2^{\eta_{1}} \cdot\left(2^{\xi_{1}} \cdot\left(\left[t^{0}\right]_{0}+[a]_{0}\right)+[b]_{0}\right)\right)
$$

By $(*)$ and $(* *) \zeta_{0}$ is smaller than

$$
\beta_{0}=2^{\beta_{1}} \cdot\left(\alpha_{0}+[b]_{0}\right)=2^{\beta_{1}} \cdot\left(2^{\alpha_{1}} \cdot\left(\left[t^{0}\right]_{0}+1+[a]_{0}\right)+[b]_{0}\right) .
$$

Lemma $14 b^{\sigma} \gg c^{\sigma} \Rightarrow a^{\sigma \tau} b^{\sigma} \gg a^{\sigma \tau} c^{\sigma}$
Proof. Assume first that $a^{\sigma \tau} b^{\sigma}$ has not the form $\mathcal{I}_{\rho} t^{0}$. Then

1. $\left[a^{\sigma \tau} b^{\sigma}\right]_{i}=2^{\left[a^{\sigma \tau} b^{\sigma}\right]_{i+1}} \cdot\left(\left[a^{\sigma \tau}\right]_{i}+\left[b^{\sigma}\right]_{i}\right)$ if $i \leq g \sigma$.
2. $\left[a^{\sigma \tau} b^{\sigma}\right]_{i}=\left[a^{\sigma \tau}\right]_{i}$ if $i>g \sigma$.
3. $\left[a^{\sigma \tau} c^{\sigma}\right]_{i}=2^{\left[a^{\sigma \tau} c^{\sigma}\right]_{i+1}} \cdot\left(\left[a^{\sigma \tau}\right]_{i}+\left[c^{\sigma}\right]_{i}\right)$ if $i \leq g \sigma$.
4. $\left[a^{\sigma \tau} c^{\sigma}\right]_{i}=\left[a^{\sigma \tau}\right]_{i}$ if $i>g \sigma$.

In this case the assertion follows immediately from the assumption.
Assume now that $a^{\sigma \tau} b^{\sigma}=\mathcal{I}_{\rho} t^{0}$. Then $c^{\sigma}$ is also of type $0 . b^{\sigma} \gg c^{\sigma}$ yields $\left[\mathcal{I}_{\rho} b^{\sigma}\right]_{0}>\left[\mathcal{I}_{\rho} c^{\sigma}\right]_{0}$. Let $i>0$. If $i \neq g \rho+2$ then $\left[\mathcal{I}_{\rho} b^{\sigma}\right]_{i}=1=\left[\mathcal{I}_{\rho} c^{\sigma}\right]_{i}$. Finally, for the critical case, suppose $i=g \rho+2$. Then $b^{\sigma} \gg c^{\sigma}$ yields $\left[\mathcal{I}_{\rho} b^{\sigma}\right]_{i}=\left[b^{\sigma}\right]_{0}>$ $\left[c^{\sigma}\right]_{0}=\left[\mathcal{I}_{\rho} c^{\sigma}\right]_{i}$.

Lemma 15 Assume that neither $a^{\sigma \tau} c^{\sigma}$ nor $b^{\sigma \tau} c^{\sigma}$ have the form $\mathcal{I}_{\rho} t^{0}$. $a^{\sigma \tau} \gg b^{\sigma \tau} \Rightarrow a^{\sigma \tau} c^{\sigma} \gg b^{\sigma \tau} c^{\sigma}$.

Proof. The assumptions yield

1. $\left[a^{\sigma \tau} c^{\sigma}\right]_{i}=2^{\left[a^{\sigma \tau} c^{\sigma}\right]_{i+1}} \cdot\left(\left[a^{\sigma \tau}\right]_{i}+\left[c^{\sigma}\right]_{i}\right)$ if $i \leq g \sigma$.
2. $\left[a^{\sigma \tau} c^{\sigma}\right]_{i}=\left[a^{\sigma \tau}\right]_{i}$ if $i>g \sigma$.
3. $\left[b^{\sigma \tau} c^{\sigma}\right]_{i}=2^{\left[b^{\sigma \tau} c^{\sigma}\right]_{i+1}} \cdot\left(\left[b^{\sigma \tau}\right]_{i}+\left[c^{\sigma}\right]_{i}\right)$ if $i \leq g \sigma$.
4. $\left[b^{\sigma \tau} c^{\sigma}\right]_{i}=\left[b^{\sigma \tau}\right]_{i}$ if $i>g \sigma$.

Thus the assertion follows immediately from $a^{\sigma \tau} \gg b^{\sigma \tau}$.
Theorem 1 If $a \triangleright^{1} b$ then $a \gg b$, hence $[a]_{0}>[b]_{0}$.
Proof. By induction on the definition of $\triangleright^{1}$. The base cases are covered by lemmas 6 through 13.

Lemma 14 and 15 yield closure under application.

Let $\operatorname{lh}(a)$ denote the number of constants and variables in $a$. Thus $l h(0)=$ $\operatorname{lh}\left(\mathcal{S}^{+}\right)=\operatorname{lh}(\mathcal{P})=\operatorname{lh}\left(\mathcal{D}_{\sigma}\right)=\operatorname{lh}\left(\mathcal{K}_{\sigma \tau}\right)=\operatorname{lh}\left(\mathcal{S}_{\rho \sigma \tau}\right)=\operatorname{lh}\left(\mathcal{I}_{\rho}\right)=\operatorname{lh}\left(x^{\tau}\right)=1$ and $\operatorname{lh}(a b)=\operatorname{lh}(a)+\operatorname{lh}(b)$. Let $G(a):=g(\tau)$ if $a$ is a constant of type $\tau$ and set $G(a b):=\max \{G(a), G(b)\}$ otherwise. Then $G(a)$ is the maximal type level in $a$. An inspection of the definition of $[a]_{i}$ yields $[a]_{i}=0$ for $i>G(a)$. Let $2_{0}(\alpha):=\alpha$ and $2_{n+1}(\alpha):=2^{2_{n}(\alpha)}$.

Let $T^{-}$be $T^{\star}$ without the iterator constants $\mathcal{I}_{\rho}$. An immediate verification
 Thus $[a]_{0} \leq 2_{G(a)+1}(G(a)+1+2 \cdot \operatorname{lh}(a))$.

If $a_{1} \triangleright^{1} \ldots \triangleright^{1} a_{l}$ then, by Theorem $1, l \leq\left[a_{1}\right]_{0} \leq 2_{G\left(a_{1}\right)+1}\left(G\left(a_{1}\right)+1+\right.$ $\left.2 \cdot \operatorname{lh}\left(a_{1}\right)\right)$. Let $\mathcal{D} E R_{T^{-}}$, the derivation lengths function for $T^{-}$, be defined as follows: $\mathcal{D E} R_{T^{-}}(m)$ is the maximal length of a reduction chain starting with any $T^{-}$-term $a$, such that the depths of $a$ is less than or equal to $m$. Then $\mathcal{D} E R_{T^{-}}$is an element of the fourth Grzegorczyk class $\mathcal{E}_{4}$ (See, for example, [11]
for a definition). Furthermore, let $a \in T^{-}$be of type 00. Then the height of the reduction tree for $a \underline{n}$ is bounded by $2_{k}(n)$ where $k$ only depends on $a$.

These observations can be extended to $T^{\star}$ as follows.
Definition 10 Definition of the iterator nesting degree, d(a), of a $T^{\star}$-term a.

1. $d(0)=d\left(\mathcal{S}^{+}\right)=d(\mathcal{P})=d\left(\mathcal{D}_{\sigma}\right)=d\left(\mathcal{K}_{\sigma \tau}\right)=d\left(\mathcal{S}_{\rho \sigma \tau}\right)=d\left(x^{\tau}\right):=0$.
2. If $a^{\sigma \tau} b^{\sigma}=\mathcal{I}_{\rho} t^{0}$ then $d\left(a^{\sigma \tau} b^{\sigma}\right):=d\left(t^{0}\right)+1$.
3. If $a^{\sigma \tau} b^{\sigma} \neq \mathcal{I}_{\rho} t^{0}$ then $d\left(a^{\sigma \tau} b^{\sigma}\right):=\max \left\{d\left(a^{\sigma \tau}\right), d\left(b^{\sigma}\right)\right\}$.

## Lemma 16

$$
[a]_{i} \leq 2_{(G(a)+1) \cdot d(a)+G(a)+1 \dot{ }}((G(a)+1) \cdot d(a)+G(a)+1 \dot{-i+2 \cdot l h(a)) .}
$$

Proof. By induction on $\operatorname{lh}(a)$ and subsidiary induction on $i \leq G(a)$. Recall that $[a]_{i}=0$ for $i>G(a)$. If $\operatorname{lh}(a)=1$ then $[a]_{i} \leq 1$ and the assertion is clear. If $a$ has the form $b c$ but not the form $\mathcal{I}_{\rho} t^{0}$ then the assertion follows immediately from the induction hypothesis, since

$$
2_{m}(x+1) \cdot\left(2_{m}(x)+2_{m}(x)\right) \leq 2_{m}(x+2)
$$

holds for all $x$ and $m \geq 2$.
For the critical case assume that $a=\mathcal{I}_{\rho} t^{0}$. The induction hypothesis yields

$$
\begin{aligned}
{\left[\mathcal{I}_{\rho} t^{0}\right]_{0} } & =\left[\mathcal{I}_{\rho} t^{0}\right]_{\rho+2} \\
& =\left[t^{0}\right]_{0} \\
& \leq 2_{\left(G\left(t^{0}\right)+1\right) \cdot d\left(t^{0}\right)+G\left(t^{0}\right)+1}\left(\left(G\left(t^{0}\right)+1\right) \cdot d\left(t^{0}\right)+G\left(t^{0}\right)+1+2 \cdot \operatorname{lh}\left(t^{0}\right)\right) \\
& \leq 2_{\left(G\left(t^{0}\right)+1\right) \cdot d(a)}\left(\left(G\left(t^{0}\right)+1\right) \cdot d(a)+2 \cdot \operatorname{lh}\left(t^{0}\right)\right) \\
& \leq 2_{(G(a)+1) \cdot d(a)}((G(a)+1) \cdot d(a)+2 \cdot \operatorname{lh}(a))
\end{aligned}
$$

Thus we obtain

$$
[a]_{i} \leq 2_{(G(a)+1) \cdot d(a)+G(a)+1 \dot{-}}((G(a)+1) \cdot d(a)+G(a)+1 \dot{-i+2 \cdot l h(a))}
$$

for any $i \leq \rho+2$.
Lemma 17 Let $a \in T^{\star}$ be a term of type 0 such that all the variables of a are contained in $\left\{x_{1}^{0}, \ldots, x_{k}^{0}\right\}$. Then $G(a)=G\left(a\left[x_{1}^{0}:=\underline{m}_{1}, \ldots, x_{k}^{0}:=m_{k}\right]\right)$ and $d(a)=d\left(a\left[x_{1}^{0}:=\underline{m_{1}}, \ldots, x_{k}^{0}:=\underline{m_{k}}\right]\right.$. Moreover, if $\overline{\text { every variable } \overline{\text { from }}}$ $\left\{x_{1}^{0}, \ldots, x_{k}^{0}\right\}$ occurs at $\overline{m o s t}$ once in a then $\operatorname{lh}\left(a\left[x_{1}^{0}:=\underline{m_{1}}, \ldots, x_{k}^{0}:=\underline{m_{k}}\right]\right) \leq$ $l h(a)+m_{1}+\cdots+m_{k}$.

Proof. By a straightforward induction on $\operatorname{lh}(a)$.
Corollary 1 Let $f: \mathbb{N}^{k} \rightarrow \mathbb{N}$ be representable in $T^{\star}$. Then $f$ is elementary recursive.

Proof. Let $f: \mathbb{N}^{k} \rightarrow \mathbb{N}$ be represented by a term $a \in T^{\star}$ whose variables are among $\left\{x_{1}^{0}, \ldots, x_{k}^{0}\right\}$ and no variable occurs more than once. Then by Lemma 16 and Lemma $17\left[a\left[x_{1}^{0}:=\underline{m_{1}}, \ldots, x_{k}^{0}:=m_{k}\right]\right]_{0} \leq 2_{(G(a)+1) \cdot d(a)+G(a)+1}((G(a)+1)$. $\left.d(a)+G(a)+1+2 \cdot\left(l h \overline{(a)}+m_{1}+\cdots \overline{+m_{k}}\right)\right)$. Thus by Theorem 1 the number of steps needed for rewriting $a\left[x_{1}^{0}:=m_{1}, \ldots, x_{k}^{0}:=m_{k}\right]$ by any reasonable rewriting strategy, for example leftmost reduction, into the numeral representing its value is bounded elementary recursive in $m_{1}, \ldots, m_{k}$. Hence, $f$ is computable in elementary recursive time and thus is elementary recursive.

## 4 Representing the elementary recursive functions

In this section we prove in detail that every elementary recursive function is representable in $T^{\star}$. It is obvious that random-access machine (RAM)computations can be simulatet in Gödel's T. Although it is known in the literature (see, for example, Leivant [8]) that this can also be done in weaker systems the proofs known to us are somehow sketchy and do not clarify the rôle of iterators in such a simulation. Therefore, we will define explicitly the transition function of a RAM in $T^{-}$, the subsystem of $T^{\star}$ in which no term occurrences of (restricted) iterators are allowed. ( $T^{-}$can be viewed as a $C L$-formulation of the simply typed $\lambda$-calculus.) We will see that only iterators of type 0 and 00 are needed to represent the elementary recursive functions. Then we can apply the following characterization of the elementary recursive functions (cf., for example, [11]).
Fact $1 f: \mathbb{N}^{m} \rightarrow \mathbb{N}$ is elementary recursive iff there are natural numbers $k>m, c_{1}, c_{2}$ and a program $P$ for a RAM with $k$ registers such that

$$
f(\vec{a})=O U T^{k}\left(i \tau_{P}\left(c_{1}+2_{c_{2}}(\max \{\vec{a}\}), I N_{m}^{k}(\vec{a})\right)\right)
$$

and

$$
i \tau_{P}\left(c_{1}+2_{c_{2}}(\max \{\vec{a}\}), I N_{m}^{k}(\vec{a})\right) \text { is an end-configuration }
$$

for all $\vec{a} \in \mathbb{N}^{m}$.
Recall that $2_{m}(b)$ is defined by $2_{0}(b)=b$ and $2_{c+1}(b)=2^{2_{c}(b)}$. The notions $I N_{m}^{k}, O U T^{k}, i \tau_{P}$ are defined explicitly in the following.

To fix the context we recall the notion of a $k+1-\mathrm{RAM}$ in detail. A randomaccess machine with $k+1$ registers ( $k+1-\mathrm{RAM}$ ) is a tuple

$$
\left(\mathbb{N}^{k+1},\{I N C(r), D E C(r): r \leq k\},\{B E Q(r): r \leq k\}\right)
$$

A program for a $k+1-$ RAM is a finite set $P=\left\{p_{0}, \ldots, p_{l}\right\}$ of instructions where an instruction $p_{i}$ is a tuple ( $i$, inst, $m$ ) with $m \in\{0, \ldots, l+1\}$ and inst $\in$ $\{I N C(r), D E C(r): r \leq k\}$ or a tuple ( $i$, inst, $m, n$ ) with $m, n \in\{0, \ldots, l+1\}$ and inst $\in\{B E Q(r): r \leq k\}$.

The transition function for a program $P=\left\{p_{0}, \ldots, p_{l}\right\}$ is the map

$$
\tau_{P}:\{0, \ldots, l+1\} \times \mathbb{N}^{k+1} \rightarrow\{0, \ldots, l+1\} \times \mathbb{N}^{k+1}
$$

which is defined by

$$
\tau_{P}\left(i,\left(z_{0}, \ldots, z_{k}\right)\right)= \begin{cases}\left(m,\left(z_{0}, \ldots, z_{r}+1, \ldots, z_{k}\right)\right) & \text { if }(i, I N C(r), m) \in P \\ \left(m,\left(z_{0}, \ldots, z_{r}-1, \ldots, z_{k}\right)\right) & \text { if }(i, D E C(r), m) \in P \\ \left(m,\left(z_{0}, \ldots, z_{r}, \ldots, z_{k}\right)\right) & \text { if }(i, B E Q(r), m, n) \in P \\ & \text { and } z_{r}=0 \\ \left(n,\left(z_{0}, \ldots, z_{r}, \ldots, z_{k}\right)\right) & \text { if }(i, B E Q(r), m, n) \in P \\ & \text { and } z_{r} \neq 0 \\ \left(i,\left(z_{0}, \ldots, z_{k}\right)\right) & \text { if } i=l+1\end{cases}
$$

An element from $\{0, \ldots, l+1\} \times \mathbb{N}^{k+1}$ is called a configuration, one from $\{l+$ $1\} \times \mathbb{N}^{k+1}$ an end-configuration. The iterated transition function

$$
i \tau_{P}: \mathbb{N} \times \mathbb{N}^{k+1} \rightarrow\{0, \ldots, l+1\} \times \mathbb{N}^{k+1}
$$

is defined by

$$
i \tau_{P}(0, \vec{z})=(0, \vec{z}), \quad i \tau_{P}(n+1, \vec{z})=\tau_{P}\left(i \tau_{P}(n, \vec{z})\right)
$$

We set

$$
I N_{m}^{k+1}: \mathbb{N}^{m} \rightarrow \mathbb{N}^{k+1}, \quad\left(z_{1}, \ldots, z_{m}\right) \mapsto\left(z_{1}, \ldots, z_{m}, 0, \ldots, 0\right)
$$

and

$$
O U T^{k+1}: \mathbb{N} \times \mathbb{N}^{k+1} \rightarrow \mathbb{N}, \quad\left(i,\left(z_{0}, \ldots, z_{k}\right)\right) \mapsto z_{0}
$$

To simulate transitions of a $k-\mathrm{RAM}$ in $T^{-}$we recall the standard definition of $\lambda$-abstraction for $T^{-}$-terms. (See, for example, [13] for a definition.)
Definition 11 1. $\lambda x^{\rho} \cdot x^{\rho}:=\mathcal{I D} \mathcal{D}_{\rho}:=\mathcal{S}_{\rho(\rho \rho) \rho} \mathcal{K}_{(\rho \rho) \rho} \mathcal{K}_{\rho \rho}$
2. If $x^{\rho}$ does not occur in $c^{\tau}$, then $\lambda x^{\rho} . c^{\tau}:=\mathcal{K}_{\rho \tau} c^{\tau}$
3. If $x^{\rho}$ occurs in $\left(a^{\sigma \tau} b^{\sigma}\right)$, then $\lambda x^{\rho} .\left(a^{\sigma \tau} b^{\sigma}\right):=\mathcal{S}_{\rho \sigma \tau}\left(\lambda x^{\rho} . a^{\sigma \tau}\right)\left(\lambda x^{\rho} . b^{\sigma}\right)$

Then $\lambda x^{\rho} . c^{\tau} \in T^{-}$is a term of type $\rho \tau$ for any term $c^{\tau} \in T^{-}$of type $\tau$ and $x^{\rho}$ does not occur in $\lambda x^{\rho} . c^{\tau}$.

In the sequel we write $\lambda x^{\rho} . f[x]$ in short for $\lambda x^{\rho} . f\left[x^{\rho}\right]$. As usual we put $\lambda x_{1} \ldots x_{n} \cdot a:=\lambda x_{1}\left(\ldots\left(\lambda x_{n} \cdot a\right) \ldots\right)$. It should be noticed that the definition of $\lambda$-abstraction can not be extended to all $T^{\star}$-terms, because we then would have $\lambda x^{0}\left(\mathcal{I}_{\rho} x\right)$ as a term, hence $\mathcal{I}_{\rho}$ has to be a term.

Theorem 2 Assume that $c \in T^{-}$is of type $\tau$ and $d \in T^{\star}$ is of type $\rho$. Then

$$
\left(\lambda x^{\rho} . c^{\tau}\right) d^{\rho} \triangleright c^{\tau}\left[x^{\rho}:=d^{\rho}\right] .
$$

Proof by induction on the generation of $c \in T^{-}$.
In order to deal with formal tuple generation and decomposition we first extend the discriminator as follows.

$$
\begin{aligned}
& \mathcal{D}_{\sigma}^{2}:=\mathcal{D}_{\sigma} \\
& \mathcal{D}_{\sigma}^{n+1}:=\lambda x^{0} y_{0}^{\sigma} \ldots y_{n}^{\sigma} . \mathcal{D}_{\sigma} x y_{0}\left(\mathcal{D}_{\sigma}^{n}(\mathcal{P} x) y_{1} \ldots y_{n}\right)
\end{aligned}
$$

Then $\mathcal{D}_{\sigma}^{n} \in T^{-}$is a term of type $0 \sigma^{n+1}$ such that

$$
\mathcal{D}_{\sigma}^{n+1} \underline{m} s_{0} \ldots s_{n} \triangleright \begin{cases}s_{m} & \text { if } m \leq n \\ s_{n} & \text { else }\end{cases}
$$

Let

$$
\begin{aligned}
& d e c_{i}^{\sigma}=\lambda x^{0 \sigma} . x \underline{i} \\
& t u_{k}^{\sigma}=\lambda x_{1}^{\sigma} \ldots x_{k}^{\sigma} y^{0} .\left(\mathcal{D}_{\sigma}^{k} y x_{1} \ldots x_{k}\right)
\end{aligned}
$$

and observe that $d e c_{i}^{\sigma}, t u_{k}^{\sigma} \in T^{-}$are of type $(0 \sigma) \sigma$ resp. $\sigma^{k} 0 \sigma$. For terms $s_{1}, \ldots, s_{k} \in T^{\star}$ of type $\sigma$ we compute

$$
\begin{aligned}
\operatorname{dec} c_{i}^{\sigma}\left(t u_{k}^{\sigma} s_{1} \ldots s_{k}\right) & \triangleright t u_{k}^{\sigma} s_{1} \ldots s_{k} \underline{i} \\
& \triangleright \mathcal{D}_{\sigma}^{k} \underline{i} s_{1} \ldots s_{k} \\
& \triangleright s_{i}
\end{aligned}
$$

[Of course we do not have $t u\left(d e c_{0} s\right)\left(d e c_{1} s\right) \triangleright s$ ]
For a fixed $k$ we abbreviate $t u_{k}^{0} s_{1} \ldots s_{k}$ by $\left\langle s_{1}, \ldots, s_{k}\right\rangle$ and $d e c_{i}^{0} s$ by $(s)_{i}$. For a given program $P=\left\{p_{0}, \ldots, p_{l}\right\}$ we formalize the $k-$ RAM-transition by a term of $T^{-}$as follows. We interpret a configuration as a $k+1$-tuple, i.e. as a term of type 00 . For $0 \leq i \leq k$ and $0 \leq j \leq l$ let $A_{i j} \in T^{-}$be a term of type 0 which modifies the $i$-th position of a configuration $x^{00}$ according to the instruction $p_{j}$ :

$$
A_{0 j}= \begin{cases}\underline{b} & \text { if } p_{j}=(j, \text { inst }, b) \\ \mathcal{D}\left(x^{00}\right)_{r+1} \underline{b} \underline{c} & \text { if } p_{j}=(j, B E Q(r), b, c)\end{cases}
$$

and for $r<k$

$$
A_{(r+1) j}= \begin{cases}\mathcal{P}\left(\left(x^{00}\right)_{r+1}\right) & \text { if } p_{j}=(j, D E C(r), b) \\ \mathcal{S}^{+}\left(\left(x^{00}\right)_{r+1}\right) & \text { if } p_{j}=(j, I N C(r), b) \\ \left(x^{00}\right)_{r+1} & \text { else }\end{cases}
$$

Then the transition function for the $i-$ th position of a configuration $x^{00}, 0 \leq$ $i \leq k$ is defined by

$$
\operatorname{tr}_{P}^{i}=\mathcal{D}_{0}^{l+2}\left(x^{00}\right)_{0} A_{i 0} \ldots A_{i l} I_{0}
$$

Let

$$
\operatorname{tr}_{P}=\lambda x^{00} .\left\langle\operatorname{tr}_{P}^{0}, \ldots, t r_{P}^{k}\right\rangle .
$$

Obviously, $\operatorname{tr}_{P}^{i} \in T^{-}$is a term of type 0 , hence $\operatorname{tr}_{P} \in T^{-}$is of type (00)00. By construction we get

Lemma 18

$$
\begin{aligned}
& \tau_{P}\left(a,\left(z_{1}, \ldots, z_{k}\right)\right)=\left(b,\left(z_{1}^{\prime}, \ldots, z_{k}^{\prime}\right)\right) \\
& \Longleftrightarrow \operatorname{tr}_{P}\left\langle\underline{a}, \underline{z_{1}}, \ldots, \underline{z_{k}}\right\rangle \triangleright\left\langle\underline{b}, \underline{i} z_{1}^{\prime}, \ldots, \underline{i} z_{k}^{\prime}\right\rangle
\end{aligned}
$$

hence

$$
\begin{aligned}
& i \tau_{P}\left(n,\left(z_{1}, \ldots, z_{k}\right)\right)=\left(b,\left(z_{1}^{\prime}, \ldots, z_{k}^{\prime}\right)\right) \\
& \Longleftrightarrow \mathcal{I}_{00} \underline{n}\left(\operatorname{tr}_{P}\right)\left\langle\underline{0}, \underline{z_{1}}, \ldots, \underline{z_{k}}\right\rangle \triangleright\left\langle\underline{b}, \underline{z_{1}^{\prime}}, \ldots, \underline{z_{k}^{\prime}}\right\rangle .
\end{aligned}
$$

Theorem 3 The elementary recursive functions are representable in $T^{\star}$.
Proof. Let $f: \mathbb{N}^{m} \rightarrow \mathbb{N}$ be elementary recursive. By Fact 1 there are natural numbers $k>m, l, c_{1}, c_{2}$ and some program $P=\left\{p_{0}, \ldots, p_{l}\right\}$ for a $k$-RAM such that

$$
f(\vec{q})=O U T^{k}\left(i \tau_{P}\left(c_{1}+2_{c_{2}}(\max \{\vec{q}\}), I N_{m}^{k}(\vec{q})\right)\right)
$$

and

$$
\left(i \tau_{P}\left(c_{1}+2_{c_{2}}(\max \{\vec{q}\}), I N_{m}^{k}(\vec{q})\right)\right)_{0}>l
$$

for all $\vec{q} \in \mathbb{N}^{m}$.
We define a term $t \in T^{\star}$ in the variables $x_{1}^{0}, \ldots, x_{m}^{0}$ which satisfies $\forall \vec{q} \in$ $\mathbb{N}^{m} \exists r \in \mathbb{N}$

$$
\begin{equation*}
t\left[x_{1}:=\underline{q_{1}}, \ldots, x_{m}:=\underline{q_{m}}\right] \triangleright \underline{r} \quad \text { and } \quad r \geq c_{1}+2_{c_{2}}(\max \{\vec{q}\}) . \tag{1}
\end{equation*}
$$

Let

$$
\tilde{t_{0}}:=x_{1}+\left(x_{2}+\ldots\left(x_{m}+\underline{c_{1}}\right) \ldots\right)
$$

where $u+v:=\mathcal{I}_{0} u\left(\mathcal{S}^{+}\right) v$, and

$$
\tilde{t_{1}}:=\mathcal{I}_{00} z^{0}(\text { double })\left(\mathcal{S}^{+}\right)
$$

where double $:=\lambda y_{1}^{00} y_{2}^{0} .\left(y_{1}\left(y_{1} y_{2}\right)\right)$. By induction on $q$ one easily verifies that $\left(\tilde{t_{1}} u\right)[z:=q] \triangleright \mathcal{S}^{+\left(2^{q}\right)} u$, hence $\left(\tilde{t_{1}} \underline{0}\right)$ represents the exponential function (cf. [8]). We define

$$
t_{0}:=\tilde{t_{0}}, \quad t_{n+1}:=\left(\tilde{t_{1}} \underline{0}\right)\left[z:=t_{n}\right], \quad t:=t_{c_{2}}
$$

and observe that $t$ fulfills the assertion (1).
Now we define

$$
R=\operatorname{dec}_{1}^{0}\left(\mathcal{I}_{00} t\left(\operatorname{tr}_{P}\right)\left\langle\underline{0}, x_{1}^{0}, \ldots, x_{m}^{0}\right\rangle\right)
$$

which is a term of $T^{\star}$ of type 0 . We claim that $R$ represents $f$.

Indeed, let $\vec{q} \in \mathbb{N}^{m}$, then there is an $r \in \mathbb{N}$ such that $t\left[x_{1}:=\underline{q_{1}}, \ldots, x_{m}:=\right.$ $\left.\underline{q_{m}}\right] \triangleright \underline{r}$ and $r \geq c_{1}+2_{c_{2}}(\max \{\vec{q}\})$. There is also some $\overrightarrow{q^{\prime}} \in \mathbb{N}^{k}$ with $i \tau_{P}(r, \vec{q})=$ $\left(l+1, \overrightarrow{q^{\prime}}\right)$. We compute

$$
f(\vec{q})=O U T^{k}\left(i \tau_{P}\left(c_{1}+2_{c_{2}}(\max \{\vec{q}\}), I N_{m}^{k}(\vec{q})\right)\right)=O U T^{k}\left(l+1, \overrightarrow{q^{\prime}}\right)=q_{1}^{\prime} .
$$

Hence

$$
\begin{aligned}
R\left[x_{1}:=\underline{q_{1}}, \ldots, x_{m}:=\underline{q_{m}}\right] & \triangleright \operatorname{dec}_{1}^{0}\left(\mathcal{I}_{00} \underline{r}\left(\operatorname{tr}_{P}\right)\left\langle\underline{0}, \underline{q_{1}}, \ldots, \underline{q_{m}}\right\rangle\right) \\
& \triangleright \operatorname{dec}_{1}^{0}\left(\left\langle\underline{l+1}, \underline{q_{1}^{\prime}}, \ldots, \underline{q_{m}^{\prime}}\right\rangle\right) \\
& \triangleright \underline{q_{1}^{\prime}} \equiv \underline{f(\vec{q})} .
\end{aligned}
$$

## 5 Further applications

In this section we indicate how the Howard-Schütte style derivation lengths classification of Section 3 can easily be adapted for showing that $T^{\star}$ is closed under various schemes of recursion like recursion with parameter substitution, simple nested recursion and unnested multiple recursion. For his calculus of predicative recurrence of finite types Leivant has established similar looking closure properties in [8]. Related closure properties of the primitive recursive functions have been shown by Simmons in [12].

First we consider the system in which the iterator is replaced by a constant for the recursor. For any type $\tau$ let $\mathcal{R}_{\tau}$ be a new constructor constant. We enlarge the term definition [Def. 2] by the following rule:
If $t^{0}$ is a term of type 0 then $\mathcal{R}_{\tau} t^{0}$ is a term of type $(0 \tau \tau) \tau \tau$.
The definition of the reduction relation $\triangleright^{1}$ [Def. 4] is extended by the following clauses:

$$
\begin{array}{rll}
\mathcal{R}_{\tau} 0 a^{0 \tau \tau} b^{\tau} & \triangleright^{1} & b^{\tau}, \\
\mathcal{R}_{\tau}\left(\mathcal{S}^{+} t^{0}\right) a^{0 \tau \tau} b^{\tau} & \triangleright^{1} & \left(a^{0 \tau \tau} t^{0}\right)\left(\mathcal{R}_{\tau} t^{0} a^{0 \tau \tau} b^{\tau}\right) .
\end{array}
$$

The definition of []$_{i}$ is extended as follows:

1. $\left[\mathcal{R}_{\tau} t^{0}\right]_{i}:=\left[t^{0}\right]_{i}$ if $i=0$.
2. $\left[\mathcal{R}_{\tau} t^{0}\right]_{i}:=1$ if $1 \leq i \leq g \rho+1$.
3. $\left[\mathcal{R}_{\tau} t^{0}\right]_{i}:=\left[t^{0}\right]_{0}$ if $i=g \rho+2$.
4. $\left[\mathcal{R}_{\tau} t^{0}\right]_{i}:=0$ if $i>g \rho+2$.

Then, for the extended calculus one shows that $a \triangleright^{1} b$ implies $[a]_{0}>[b]_{0}$ and as in Section 3 we see that the derivation lengths function for any term representing
a number-theoretic function in the extended calculus is elementary recursive in the input arguments.

The treatment of recursion with parameter substitution, simple nested recursion and unnested multiple recursion is similar. Let us start with parameter recursion. For any type $\tau$ let $\mathcal{P} \mathcal{R}_{\tau}$ be a new constructor constant. We enlarge the term definition by the following rule:
If $t^{0}$ is a term of type 0 and if $c^{\tau \tau}$ is a term of type $\tau \tau$ then $\mathcal{P} \mathcal{R}_{\tau} c^{\tau \tau} t^{0}$ is a term of type $(0 \tau \tau) \tau \tau$.
The defining reduction rules for recursion with parameter substitution are:

$$
\begin{array}{rll}
\mathcal{P} \mathcal{R}_{\tau} c^{\tau \tau} 0 a^{0 \tau \tau} b^{\tau} & \triangleright^{1} & b^{\tau}, \\
\mathcal{P} \mathcal{R}_{\tau} c^{\tau \tau}\left(\mathcal{S}^{+} t^{0}\right) a^{0 \tau \tau} b^{\tau} & \triangleright^{1} & \left(a^{0 \tau \tau} t^{0}\right)\left(\mathcal{P} \mathcal{R}_{\tau} c^{\tau \tau} t^{0} a^{0 \tau \tau}\left(c^{\tau \tau} b^{\tau}\right)\right)
\end{array}
$$

For treating these rules the definition of [ $]_{i}$ is extended as follows:

1. $\left[\mathcal{P} \mathcal{R}_{\tau} c^{\tau \tau} t^{0}\right]_{i}:=\left[c^{\tau \tau}\right]_{i}+\left[t^{0}\right]_{i}$ if $i=0$.
2. $\left[\mathcal{P} \mathcal{R}_{\tau} c^{\tau \tau} t^{0}\right]_{i}:=1$ if $1 \leq i \leq g \rho+1$.
3. $\left[\mathcal{P} \mathcal{R}_{\tau} c^{\tau \tau} t^{0}\right]_{i}:=\left[c^{\tau \tau}\right]_{0}+\left[t^{0}\right]_{0}$ if $i=g \rho+2$.
4. $\left[\mathcal{P} \mathcal{R}_{\tau} c^{\tau \tau} t^{0}\right]_{i}:=0$ if $i>g \rho+2$.

Then, for the extended calculus one shows that $a \triangleright^{1} b$ implies $[a]_{0}>[b]_{0}$ and as before we see that the derivation lengths function for any term representing a number-theoretic function in the extended calculus is elementary recursive in the input arguments.

Now we deal with simple nested recursion. For any type $\tau$ let $\mathcal{S N} \mathcal{R}_{\tau}$ be a new constructor constant. The term definition is extended as follows:
If $t^{0}$ is a term of type 0 then $\mathcal{S N} \mathcal{R}_{\tau} t^{0}$ is a term of type $(0 \tau \tau) \tau \tau$.
The defining reduction rules for simple nested recursion are:

$$
\begin{array}{rll}
\mathcal{S N} \mathcal{R}_{\tau} 0 a^{0 \tau \tau} b^{\tau} & \triangleright^{1} & b^{\tau}, \\
\mathcal{S N} \mathcal{R}_{\tau}\left(\mathcal{S}^{+} t^{0}\right) a^{0 \tau \tau} b^{\tau} & \triangleright^{1} & \left(a^{0 \tau \tau} t^{0}\right)\left(\mathcal{S N} \mathcal{R}_{\tau} t^{0} a^{0 \tau \tau}\left(\mathcal{S N} \mathcal{R}_{\tau} t^{0} a^{0 \tau \tau} b\right)\right)
\end{array}
$$

For treating these rules the definition of []$_{i}$ is changed as follows:

1. $\left[\mathcal{S N R}_{\tau} t^{0}\right]_{i}:=\left[t^{0}\right]_{i}$ if $i=0$.
2. $\left[\mathcal{S N} \mathcal{R}_{\tau} t^{0}\right]_{i}:=1$ if $1 \leq i \leq g \rho+1$.
3. $\left[\mathcal{S N R} \mathcal{R}_{\tau} t^{0}\right]_{i}:=\left[t^{0}\right]_{0}$ if $i=g \rho+2$.
4. $\left[\mathcal{S N} \mathcal{R}_{\tau} t^{0}\right]_{i}:=0$ if $i>g \rho+2$.
5. $\left[a^{\sigma \tau} b^{\sigma}\right]_{i}:=4^{\left[a^{\sigma \tau} b^{\sigma}\right]_{i+1}} \cdot\left([a]_{i}+[b]_{i}\right)$ if $a^{\sigma \tau}$ is not an iterator or recursor.

Again, for the extended calculus one shows that $a \triangleright^{1} b$ implies $[a]_{0}>[b]_{0}$ and as before we see that the derivation lengths function for any any term representing a number-theoretic function in the extended calculus is elementary recursive in the input arguments.

Finally, let us treat unnested multiple recursion. For any type $\tau$ let $\mathcal{U} \mathcal{M} \mathcal{R}_{\tau}$ be a new constructor constant. The term definition is extended as follows: If $t^{0}$ and $s^{0}$ are terms of type 0 and $c^{00}$ is of type 00 then $\mathcal{U} \mathcal{M} \mathcal{R}_{\tau} c^{00} s^{0} t^{0}$ is a term of type $(0 \tau \tau \tau) \tau \tau$.
The defining reduction rules for unnested multiple recursion are:

$$
\begin{array}{rll}
\mathcal{U M} \mathcal{R}_{\tau} c^{00}\left(s^{0}\right) 0 a^{0 \tau \tau \tau} b^{\tau} & \triangleright^{1} & b^{\tau}, \\
\mathcal{U M R}_{\tau} c^{00} 0\left(t^{0}\right) a^{0 \tau \tau \tau} b^{\tau} & \triangleright^{1} & b^{\tau}, \\
\mathcal{U M}_{\mathcal{L}} c^{00}\left(\mathcal{S}^{+} s^{0}\right)\left(\mathcal{S}^{+} t^{0}\right) a^{0 \tau \tau \tau} b^{\tau} & \triangleright^{1} & \\
\left(a^{0 \tau \tau \tau} t^{0}\right)\left(\mathcal{U M} \mathcal{R}_{\tau} c^{00} s^{0}\left(c^{00} t^{0}\right) a^{0 \tau \tau \tau} b^{\tau}\right)\left(\mathcal{U M} \mathcal{R}_{\tau} c^{00}\left(\mathcal{S}^{+} s^{0}\right) t^{0} a^{0 \tau \tau \tau} b^{\tau}\right)
\end{array}
$$

For treating these rules the definition of [ $]_{i}$ is changed as follows:

1. $\left[\mathcal{U M} \mathcal{R}_{\tau} c^{00} s^{0} t^{0}\right]_{i}:=\left[t^{0}\right]_{i}$ if $i=0$.
2. $\left[\mathcal{U} \mathcal{M} \mathcal{R}_{\tau} c^{00} s^{0} t^{0}\right]_{i}:=1$ if $1 \leq i \leq g \rho+1$.
3. $\left[\mathcal{U M} \mathcal{R}_{\tau} c^{00} s^{0} t^{0}\right]_{i}:=8\left([c]_{0}+1\right)^{3 \cdot\left([s]_{0}+1\right)} \cdot\left(\left[t^{0}\right]_{0}+1\right)$ if $i=g \rho+2$.
4. $\left[\mathcal{U M} \mathcal{R}_{\tau} c^{00} s^{0} t^{0}\right]_{i}:=0$ if $i>g \rho+2$.
5. $\left[a^{\sigma \tau} b^{\sigma}\right]_{i}:=8^{\left[a^{\sigma \tau} b^{\sigma}\right]_{i+1}} \cdot\left([a]_{i}+[b]_{i}\right)$ if $a^{\sigma \tau}$ is not an iterator or recursor.

Then, for the extended calculus one shows that $a \triangleright^{1} b$ implies $[a]_{0}>[b]_{0}$ and as before we see that the derivation lengths function for any any term representing a number-theoretic function in the extended calculus is elementary recursive in the input arguments.
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