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#### Abstract

A natural term rewriting framework for the Bellantoni Cook schemata of predicative recursion, which yields a canonical definition of the polynomial time computable functions, is introduced. In terms of an exponential function both, an upper bound and a lower bound are proved for the resulting derivation lengths of the functions in question. It is proved that any natural reduction strategy yields an algorithm which runs in exponential time. We give an example in which this estimate is tight. It is proved that the resulting derivation lengths become polynomially bounded in the lengths of the inputs if the rewrite rules are only applied to terms in which the safe arguments - no restrictions are assumed for the normal arguments - consist of values, i.e. numerals, and not of names, i.e. non numeral terms. It is proved that in the latter situation any inside first reduction strategy and any head reduction strategy yield algorithms, for the function under consideration, for which the running time is bounded by an appropriate polynomial in the lengths of the input. A feasible rewrite system for predicative recursion with predicative parameter substitution is defined. It is proved that the derivation lengths of this rewrite system are polynomially bounded in the lengths of the inputs. As a corollary we reobtain Bellantoni's result stating that predicative recursion is closed under predicative parameter recursion.


## 1 Introduction

This article is part of a general investigation on term rewriting applications to (sub-) recursive function theory. The underlying idea of this program - which
has been initiated in Cichon and Weiermann 1995 [6] - is as follows. Fix an inductively defined complexity class $\mathcal{C}$ of recursive functions. Assume that each function $\mathcal{F} \in \mathcal{C}$ is defined via an equation (or a system of equations) of the following form

$$
\mathcal{F}(\vec{x})=\mathcal{T}(\lambda \vec{y} \cdot \mathcal{F}(\vec{y}), \vec{x})
$$

where $\mathcal{T}$ involves some previously defined functions from $\mathcal{C}$.
The corresponding rewrite system $R_{\mathcal{C}}$ is defined as follows. The signature $\mathcal{S I G}(\mathcal{C})$ consists of function symbols for the functions in $\mathcal{C}$. It is assumed that there is a map $\Phi$ which assigns to each $f \in \mathcal{S I G}(\mathcal{C})$ the function $\Phi(f) \in \mathcal{C}$. As usual we assume that there is a constant $O$ for 0 and a unary function symbol $S$ for the successor function. Numerals are defined by $\underline{0}:=O ; \underline{m+1}:=S(\underline{m})$. (In case of dyadic strings one has to define formal analogues of $1-2$ strings
 system $R_{\mathcal{C}}$ contains a rule

$$
f(\vec{x}) \rightarrow_{R_{\mathcal{C}}} t(\lambda \vec{y} . f(\vec{y}), \vec{x}) .
$$

In all non pathological cases the rewrite system $R_{\mathcal{C}}$ will be terminating and confluent (on ground terms). A successful analysis of $R_{\mathcal{C}}$ will give intrinsic information on (the computational complexity of the functions in) $\mathcal{C}$. For illustration, put for each $l$-ary function symbol $f \in \mathcal{S I G}(\mathcal{C})$
$\mathcal{D}_{R_{\mathcal{C}}, f}\left(m_{1}, \ldots, m_{l}\right): \simeq$
$\max \left\{n: \exists t_{1}, \ldots, t_{n} \in \mathcal{G}(\mathcal{S I G}(\mathcal{C})): t_{1} \rightarrow_{R_{\mathcal{C}}} \cdots \rightarrow_{R_{\mathcal{C}}} t_{n} \& t_{1}=f\left(\underline{m_{1}}, \ldots, \underline{m_{l}}\right)\right\}$

Then $\mathcal{D}_{R_{\mathcal{C}}, f}\left(m_{1}, \ldots, m_{l}\right)$, if it is defined, measures the maximal possible lengths of a rewrite computation ending in the numeral $\Phi(f)\left(m_{1}, \ldots, m_{l}\right)$.

Assume that $\mathcal{C}^{\prime}$ is another complexity class which is for the moment assumed to be closed under "elementary recursive in" and that we want to prove for example that $\mathcal{C} \subseteq \mathcal{C}^{\prime}$. Then it suffices to show that $\mathcal{D}_{R_{\mathcal{C}}, f}$ is bounded in $\mathcal{C}^{\prime}$, since then each function $\Phi(f)$, which is computed by $R_{\mathcal{C}}$, is computable in $\mathcal{C}^{\prime}-$ TIME and hence is an element of $\mathcal{C}^{\prime}$. In Cichon and Weiermann 1995 [6] it is shown how this method can be used in a straightforward way for showing that the primitive recursive functions are closed under parameter recursion, simple nested recursion, unnested multiple recursion and related schemata.

Even in the case that we know $\mathcal{C} \subseteq \mathcal{C}^{\prime}$ in advance, the approach proposed above yields the interesting information, that any non pathological rewrite based algorithm, for example a head reduction or a inside first reduction algorithm, for a function in $\mathcal{C}$ will run in $\mathcal{C}^{\prime}-T I M E$ and yields an element of $\mathcal{C}^{\prime}$.

In the meantime this approach has been applied successfully to large complexity classes like the elementary recursive functions, the primitive recursive functions, the multiply recursive functions, the ordinal recursive functions, functions which are defined via nested or unnested $\prec$-recursion, and the functions definable in Gödes's T [cf. for example $[6,8,11,14,15,16]]$.

It seems quite natural to ask if the term rewriting approach can also be applied to the so called small complexity classes and a contribution to this problem setting will be the goal of this article. We will provide some precise classifications of the computational complexities of algorithms which are based on natural rewriting strategies. It turns out that - in contrast to the large complexity classes - in general we cannot expect that $\mathcal{D}_{R_{\mathcal{C}}, f}$ will be bounded in a feasible way even if $\mathcal{C}$ is a small complexity class like the polytime functions. This phenomenon reflects the practical experience that a bad choice of the evaluation strategy in an implementation of a rewrite algorithm may yield an infeasible running time. Nevertheless, on the positive side it turns out that in some interesting cases - for example in case of the rewriting framework for the Bellantoni Cook schemata of predicative recursion - it is possible to introduce a natural restriction $R_{\mathcal{C}}{ }^{\prime}$ of $R_{\mathcal{C}}$ so that the resulting derivation lengths $\mathcal{D}_{R_{\mathcal{C}}, f,}$ are bounded in a feasible way. Thus even the slowest possible non pathological $R_{\mathcal{C}}{ }^{\prime}$ reduction strategy computes any $\Phi(f) \in \mathcal{C}$ via $R_{\mathcal{C}}{ }^{\prime}$ in a feasible time. Therefore, and this seems to be of interest for practical implementations, there is a great flexibility in programming algorithms for the functions in $\mathcal{C}$. In particular it is possible to write a feasible program without having knowledge of the fastest algorithm.

The presentation of this paper is intended to cover a wide range of small complexity classes. For expository reasons we concentrate on the complexity class $\mathcal{C}=\mathcal{P} O L Y$ TIME , the class of polynomial time computable functions. [The methods developed in this paper, however, apply also to other complexity classes, for example, the class $\mathcal{L} I N S P A C E$ of functions computable in linear space. We conjecture that the methods developed in this paper can also be applied without much extra complication for derivation lengths classifications of various interesting typed and untyped systems for predicative recursion which have been comprehensively investigated by Leivant and others (cf., for example, [10]). A derivation lengths classification for primitive recursive functionals of finite type has already been obtained in [16].] It turns out that the Bellantoni Cook schemata of predicative recursion are very convenient for the rewrite analysis since they do not refer to principles which depend on bounding functions.

In section 2 we give a formal definition of the canonical rewrite system $R_{B}$ for these schemata and we prove termination and confluence (on ground terms) for this rewrite system. We also introduce a restricted system $R_{B}{ }^{\prime}$ which computes the same functions as $R_{B}$. In $R_{B}{ }^{\prime}$ rewriting rules only apply to terms in which all safe arguments are numerals. In section 3 we prove tight exponential bounds (in a polynomial in the lengths of the inputs) on the $R_{B}$-derivation lengths. It is shown that the canonical head reduction strategy yields an algorithm which runs in a time which is exponential (in a polynomial in the lengths of the inputs). In section 4 we prove tight polynomial bounds (in the lengths of the inputs) for the $R_{B}{ }^{\prime}$-derivation lengths and we prove that any canonical head reduction strategy as well as any inside first reduction strategy yield algorithms which run in polynomial time. In section 5 we reprove a non trivial closure property of
$\mathcal{P} O L Y T I M E$ - which is due to Bellantoni - using the term rewriting approach.
The analyses of section 3 and 4 shed some additional light on the different rôles of normal and safe arguments in the Bellantoni Cook schemata of predicative recursion. (Further interesting applications of using the concept of normal and safe arguments can be found in Simmons' article [13].) Following Bellantoni's exposition, the safe arguments ran over "impredicative values" which are known to exist because we "assume the existence of an impredicative defined set $\mathbb{N}^{\prime \prime}$. In the usual machine models this impredicativity of safe arguments is controlled by "performing only operations on them which are constant-time with respect to their size." In the present approach it turns out that it is a practical necessity for implementing an algorithm, which runs in feasible time, to evaluate these impredicative arguments as soon as possible. Therefore calls for safe arguments should be implemented as call by value calls. Calls for normal arguments can be implemented as call by name calls without disturbing the feasibility of the running time of the resulting algorithm. Thus, the difference of normal and safe arguments is also mirrored in the flexibility of feasible evaluation possibilities. Our exposition is self-contained. No special experience with term rewriting systems is assumed. An introduction into rewrite systems can be found, for example, in [7]. We assume that the reader is familiar with the Bellantoni Cook characterization [3, 4] of $\mathcal{P}$ OLYTIME.

## 2 A rewrite system for predicative recursion

Let $\mathbb{N}=\{0,1,2, \ldots\}$ be the set of natural numbers. For $i \in\{1,2\}$ we denote the dyadic successor function $m \mapsto 2 \cdot m+i$ by $\mathcal{S}_{i}$. Every natural number can be built up from 0 by iterated applications of $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$, since every non zero natural number $m$ can be written uniquely as $\sum_{l=1}^{n} 2^{l-1} \cdot d_{l}$, where $d_{l} \in\{1,2\}$ for $1 \leq l \leq n$. The dyadic length of a natural number $m,|m|$ is defined recursively by $|0|:=0 ;\left|\mathcal{S}_{i}(m)\right|:=|m|+1$.

Let $k, l$ be natural numbers. For any $\left\langle m_{1}, \ldots, m_{k}\right\rangle \in \mathbb{N}^{k}$ and any $\left\langle n_{1}, \ldots, n_{l}\right\rangle \in \mathbb{N}^{l}$ let $\left\langle m_{1}, \ldots, m_{k} ; n_{1}, \ldots, n_{l}\right\rangle:=\left\langle\left\langle m_{1}, \ldots, m_{k}\right\rangle,\left\langle n_{1}, \ldots, n_{l}\right\rangle\right\rangle$. We write $\mathbb{N}^{k, l}$ for $\mathbb{N}^{k} \times \mathbb{N}^{l}$. For $\mathcal{F}: \mathbb{N}^{k, l} \rightarrow \mathbb{N}$ we write $\mathcal{F}\left(m_{1}, \ldots, m_{k} ; n_{1}, \ldots, n_{l}\right)$ instead of $\mathcal{F}\left(\left\langle\left\langle m_{1}, \ldots, m_{k}\right\rangle ;\left\langle n_{1}, \ldots, n_{l}\right\rangle\right\rangle\right)$.

For any $i \in\{1,2\}$ we denote by $\mathcal{S}_{i}^{0,1}$ the number-theoretic function $\langle; m\rangle \mapsto$ $\mathcal{S}_{i}(m)$. We denote by $\mathcal{O}^{k, l}$ the number-theoretic function $\left\langle m_{1}, \ldots, m_{k}\right.$; $\left.n_{1}, \ldots, n_{l}\right\rangle \mapsto 0$. For any $k, l, r$ so that $1 \leq r \leq k+l$ we denote by $\mathcal{U}_{r}^{k, l}$ the number-theoretic function $\left\langle m_{1}, \ldots, m_{k} ; m_{k+1}, \ldots, m_{k+l}\right\rangle \mapsto m_{r}$. By $\mathcal{P}^{0,1}$ we denote the unique number-theoretic function $\mathcal{F}: \mathbb{N}^{0,1} \rightarrow \mathbb{N}$ which satisfies $\mathcal{F}(; 0):=0 ; \mathcal{F}(; 2 \cdot m+1)=m ; \mathcal{F}(; 2 \cdot m+2)=m$. By $\mathcal{C}^{0,3}$ we denote the unique function $\mathcal{F}: \mathbb{N}^{0,3} \mapsto \mathbb{N}$ which satisfies $\mathcal{F}\left(; 0, m_{1}, m_{2}\right):=m_{2}$; $\mathcal{F}\left(; 2 \cdot m+1, m_{1}, m_{2}\right)=m_{1} ; \mathcal{F}\left(; 2 \cdot m+2, m_{1}, m_{2}\right)=m_{2}$. If $k, k^{\prime}, l, l^{\prime} \in \mathbb{N}$ and $\mathcal{F}: \mathbb{N}^{k^{\prime}, l^{\prime}} \rightarrow \mathbb{N}$ and $\mathcal{G}_{1}: \mathbb{N}^{k, 0} \rightarrow \mathbb{N}, \ldots, \mathcal{G}_{k^{\prime}}: \mathbb{N}^{k, 0} \rightarrow \mathbb{N}$ and $\mathcal{H}_{1}: \mathbb{N}^{k, l} \rightarrow$ $\mathbb{N}, \ldots, \mathcal{H}_{l^{\prime}}: \mathbb{N}^{k, l} \rightarrow \mathbb{N}$ then $\mathcal{S U} B_{k^{\prime}, l^{\prime}}^{k, l}\left[\mathcal{F}, \mathcal{G}_{1}, \ldots, \mathcal{G}_{k^{\prime}}, \mathcal{H}_{1}, \ldots, \mathcal{H}_{l^{\prime}}\right]$ denotes the
number-theoretic function $\left\langle m_{1}, \ldots, m_{k} ; n_{1}, \ldots, n_{l}\right\rangle \mapsto \mathcal{F}\left(\mathcal{G}_{1}\left(m_{1}, \ldots, m_{k} ;\right), \ldots\right.$, $\left.\mathcal{G}_{k^{\prime}}\left(m_{1}, \ldots, m_{k} ;\right) ; \mathcal{H}_{1}\left(m_{1}, \ldots, m_{k} ; n_{1}, \ldots, n_{l}\right), \ldots, \mathcal{H}_{l^{\prime}}\left(m_{1}, \ldots, m_{k} ; n_{1}, \ldots, n_{l}\right)\right)$. If $k, l \in \mathbb{N}$ and $\mathcal{G}: \mathbb{N}^{k, l} \rightarrow \mathbb{N}$ and $\mathcal{H}_{1}: \mathbb{N}^{k+1, l+1} \rightarrow \mathbb{N}$ and $\mathcal{H}_{2}: \mathbb{N}^{k+1, l+1} \rightarrow \mathbb{N}$ then $\mathcal{P} R E C^{k+1, l}\left[\mathcal{G}, \mathcal{H}_{1}, \mathcal{H}_{2}\right]$ denotes the unique number-theoretic function $\mathcal{F}$ : $\mathbb{N}^{k+1} \times \mathbb{N}^{l} \rightarrow \mathbb{N}$ so that
$\mathcal{F}\left(0, m_{1}, \ldots, m_{k} ; n_{1}, \ldots, n_{l}\right)=\mathcal{G}\left(m_{1}, \ldots, m_{k} ; n_{1}, \ldots, n_{l}\right)$,
$\mathcal{F}\left(2 \cdot m+1 ; m_{1}, \ldots, m_{k}: n_{1}, \ldots, n_{l}\right)=\mathcal{H}_{1}\left(m, m_{1}, \ldots, m_{k} ; n_{1}, \ldots, n_{l}\right.$,
$\left.\mathcal{F}\left(m, m_{1}, \ldots, m_{k} ; n_{1}, \ldots, n_{l}\right)\right)$,
$\mathcal{F}\left(2 \cdot m+2 ; m_{1}, \ldots, m_{k}: n_{1}, \ldots, n_{l}\right)=\mathcal{H}_{2}\left(m, m_{1}, \ldots, m_{k} ; n_{1}, \ldots, n_{l}\right.$,
$\left.\mathcal{F}\left(m, m_{1}, \ldots, m_{k} ; n_{1}, \ldots, n_{l}\right)\right)$.
Definition 2.1 For any $k, l \in \mathbb{N}$ we define a set $\mathcal{B} \subseteq\left\{\mathcal{F}: \mathbb{N}^{k, l} \rightarrow \mathbb{N}\right\}$ of number-theoretic functions inductively as follows.

1. $\mathcal{S}_{i}^{0,1} \in \mathcal{B}^{0,1}$ for any $i \in\{1,2\}$.
2. $\mathcal{O}^{k, l} \in \mathcal{B}^{k, l}$ for all $k, l \in \mathbb{N}$.
3. $\mathcal{U}_{r}^{k, l} \in \mathcal{B}^{k, l}$ for all $k, l, r \in \mathbb{N}$ so that $1 \leq r \leq k+l$.
4. $\mathcal{P}^{0,1} \in \mathcal{B}^{0,1}$.
5. $\mathcal{C}^{0,3} \in \mathcal{B}^{0,3}$.
6. If $k, k^{\prime}, l, l^{\prime} \in \mathbb{N}, \mathcal{F} \in \mathcal{B}^{k^{\prime}, l^{\prime}}, \mathcal{G}_{1} \in \mathcal{B}^{k, 0}, \ldots, \mathcal{G}_{k^{\prime}} \in \mathcal{B}^{k, 0}$, and $\mathcal{H}_{1} \in$ $\mathcal{B}^{k, l}, \ldots, \mathcal{H}_{l^{\prime}} \in \mathcal{B}^{k, l}$ then $\mathcal{S} U B_{k^{\prime}, l^{\prime}}^{k, l}\left[\mathcal{F}, \mathcal{G}_{1}, \ldots, \mathcal{G}_{k^{\prime}}, \mathcal{H}_{1}, \ldots, \mathcal{H}_{l^{\prime}}\right] \in \mathcal{B}^{k, l}$.
7. If $k, l \in \mathbb{N}$ and $\mathcal{G} \in \mathcal{B}^{k, l}, \mathcal{H}_{1} \in \mathcal{B}^{k+1, l+1}$ and $\mathcal{H}_{2} \in \mathcal{B}^{k+1, l+1}$ then $\mathcal{P} R E C^{k+1, l}\left[\mathcal{G}, \mathcal{H}_{1}, \mathcal{H}_{2}\right] \in \mathcal{B}^{k+1, l}$
$\mathcal{B}:=\bigcup_{k, l \in \mathbb{N}} \mathcal{B}^{k, l}$ is the set of predicative recursive functions.
Bellantoni has shown in [4] that $\mathcal{B}$ coincides with the complexity class $\mathcal{P O L Y T I M E}$ of polynomial time computable functions.

Definition 2.2 For any $k, l \in \mathbb{N}$ we define a set $B^{k, l}$ of function symbols inductively as follows.

1. $S_{i}^{0,1} \in B^{0,1}$ for $i \in\{0,1\}$.
2. $O^{k, l} \in B^{k, l}$.
3. $U_{r}^{k, l} \in B^{k, l}$ for any $1 \leq r \leq k+l$.
4. $P^{0,1} \in B^{0,1}$.
5. $C^{0,3} \in B^{0,3}$.
6. If $k^{\prime}, l^{\prime} \in \mathbb{N}$ and $f \in B^{k^{\prime}, l^{\prime}}$ and $g_{1}, \ldots, g_{k^{\prime}} \in B^{k, 0}$ and $h_{1}, \ldots, h_{l^{\prime}} \in B^{k, l}$ then $S U B_{k^{\prime}, l^{\prime}}^{k, l}\left[f, g_{1}, \ldots, g_{k^{\prime}}, h_{1}, \ldots, h_{l^{\prime}}\right] \in B^{k, l}$.
7. If $g \in B^{k, l}$ and $h_{1}, h_{2} \in B^{k+1, l+1}$ then $\operatorname{PREC} C^{k+1, l}\left[g, h_{1}, h_{2}\right] \in B^{k+1, l}$. Let $B:=\bigcup_{k, l \in \mathbb{N}} B^{k, l}$ be the set of predicative recursive function symbols.

We often write $O$ for $O^{0,0}$ and $S_{i}$ for $S_{i}^{0,1}$ for $i \in\{1,2\}$.
Definition 2.3 For any $f \in B$ we define recursively the length of $f$, $\operatorname{lh}(f)$, as follows.

1. $\operatorname{lh}\left(S_{i}^{0,1}\right):=1$ for $i \in\{1,2\}$.
2. $\operatorname{lh}\left(O^{k, l}\right):=1$.
3. $\operatorname{lh}\left(U_{r}^{k, l}\right):=1$ for any $1 \leq r \leq k+l$.
4. $\operatorname{lh}\left(P^{0,1}\right):=1$.
5. $\operatorname{lh}\left(C^{0,3}\right):=1$.
6. $\operatorname{lh}\left(S U B_{k^{\prime}, l^{\prime}}^{k, l}\left[f, g_{1}, \ldots, g_{k^{\prime}}, h_{1}, \ldots, h_{l^{\prime}}\right]\right):=1+\operatorname{lh}(f)+\operatorname{lh}\left(g_{1}\right)+\ldots+\operatorname{lh}\left(g_{k^{\prime}}\right)+$ $\operatorname{lh}\left(h_{1}\right)+\ldots+\operatorname{lh}\left(h_{l^{\prime}}\right)$.
7. $\operatorname{lh}\left(P R E C^{k+1, l}\left[g, h_{1}, h_{2}\right]\right):=1+\operatorname{lh}(g)+\operatorname{lh}\left(h_{1}\right)+\operatorname{lh}\left(h_{2}\right)$.

Definition 2.4 For any $f \in B$ we define recursively $\Phi(f) \in \mathcal{B}$ as follows.

1. $\Phi\left(S_{i}^{0,1}\right):=\mathcal{S}_{i}^{0,1}$ for $i \in\{1,2\}$.
2. $\Phi\left(O^{k, l}\right):=\mathcal{O}^{k, l}$.
3. $\Phi\left(U_{r}^{k, l}\right):=\mathcal{U}_{r}^{k, l}$ for any $1 \leq r \leq k+l$.
4. $\Phi\left(P^{0,1}\right):=\mathcal{P}^{0,1}$.
5. $\Phi\left(C^{0,3}\right):=\mathcal{C}^{0,3}$.
6. $\Phi\left(S U B_{k^{\prime}, l^{\prime}}^{k, l}\left[f, g_{1}, \ldots, g_{k^{\prime}}, h_{1}, \ldots, h_{l^{\prime}}\right]\right):=$
$\mathcal{S} U B_{k^{\prime}, l^{\prime}}^{k, l},\left[(f], \Phi\left(g_{1}\right), \ldots, \Phi\left(g_{k^{\prime}}\right), \Phi\left(h_{1}\right), \ldots, \Phi\left(h_{l^{\prime}}\right)\right)$.
7. $\Phi\left(P R E C^{k+1, l}\left[g, h_{1}, h_{2}\right]\right):=\mathcal{P} R E C^{k+1, l}\left[\Phi(g], \Phi\left(h_{1}\right), \Phi\left(h_{2}\right)\right)$.

Lemma 2.5 For any $\mathcal{F} \in \mathcal{B}^{k, l}$ there exists an $f \in B^{k, l}$ so that $\mathcal{F}=\Phi(f)$.
Proof. The assertion is easy to see.

Definition 2.6 Let $X$ be a countable infinite set of variables which is disjoint from $B$. We define the set of predicative recursive terms, $T(B)$, over the signature $B$ inductively as follows.

1. If $x \in X$ then $x \in T(B)$.
2. If $k, l \in \mathbb{N}$ and $f \in B^{k, l}$ and $s_{1}, \ldots, s_{k}, t_{1}, \ldots, t_{l} \in T(B)$ then $f\left(s_{1}, \ldots, s_{k} ; t_{1}, \ldots, t_{l}\right) \in T(B)$.

We denote the set of variables, which occur in $t \in T(B)$, by $F V(t)$. A term $t$ is called ground, if $F V(t)=\emptyset$. The set of ground terms is denoted by $G(B)$.
For any $t \in G(B)$ we define $\Phi(t) \in \mathbb{N}$ recursively as follows. If $k, l \in \mathbb{N}$, $f \in B^{k, l}$ and $s_{1}, \ldots, s_{k}, t_{1}, \ldots, t_{l} \in G(B)$ then $\Phi\left(f\left(s_{1}, \ldots, s_{k} ; t_{1}, \ldots, t_{l}\right)\right):=$ $\Phi(f)\left(\Phi\left(s_{1}\right), \ldots, \Phi\left(s_{k}\right) ; \Phi\left(t_{1}\right), \ldots, \Phi\left(t_{l}\right)\right)$.

For every natural number $m$ we define recursively a numeral $\underline{m}$ as follows:

1. $\underline{0}:=O$.
2. $\underline{\mathcal{S}_{1}^{0,1}(; m)}:=S_{1}(; \underline{m})$.
3. $\mathcal{S}_{2}^{0,1}(; m):=S_{2}(; \underline{m})$.

Then $\underline{m} \in T(B)$ and $\Phi(\underline{m})=m$ for any $m \in \mathbb{N}$. For $t \in T(B)$ we define the length of $t, l h(t)$, recursively as follows. If $k, l \in \mathbb{N}, f \in B^{k, l}$ and $s_{1}, \ldots, s_{k}, t_{1}, \ldots, t_{l} \in T(B)$ then $\operatorname{lh}\left(f\left(s_{1}, \ldots, s_{k} ; t_{1}, \ldots, t_{l}\right)\right):=\operatorname{lh}(f)+\operatorname{lh}\left(s_{1}\right)+$ $\ldots+\operatorname{lh}\left(s_{k}\right)+\operatorname{lh}\left(t_{1}\right)+\ldots+\operatorname{lh}\left(t_{l}\right)$. A mapping $\sigma: X \rightarrow T(B)$ is called substitution. For any $t \in T(B)$ we define $t \sigma$ recursively as follows:

1. $x \sigma:=\sigma(x)$.
2. $t \sigma:=f\left(s_{1} \sigma, \ldots, s_{k} \sigma ; t_{1} \sigma, \ldots, t_{l} \sigma\right)$ if $t=f\left(s_{1}, \ldots, s_{k} ; t_{1}, \ldots, t_{l}\right)$.

Then $t \sigma \in T(B)$ for any $t \in T(B)$.
A rewrite system $R$ over $B$ is a set consisting of ordered pairs of elements from $T(B)$. The rewrite relation $\rightarrow_{R}$ is the least binary relation on $T(B)$ so that

1. If $\langle l, r\rangle \in R$ and $\sigma: X \rightarrow T(B)$ then $l \sigma \rightarrow_{R} r \sigma$.
2. If $k, l, r \in \mathbb{N}$ and $1 \leq r \leq k$ and $s_{1}, \ldots, s_{k}, t_{1}, \ldots, t_{l} \in T(B)$ and if $s_{r} \rightarrow_{R}$ $s_{r}^{\prime}$ then $f\left(s_{1}, \ldots, s_{r}, \ldots, s_{k} ; t_{1}, \ldots, t_{l}\right) \rightarrow_{R} f\left(s_{1}, \ldots, s_{r}^{\prime}, \ldots, s_{k} ; t_{1}, \ldots, t_{l}\right)$
3. If $k, l, r \in \mathbb{N}$ and $1 \leq r \leq l$ and $s_{1}, \ldots, s_{k}, t_{1}, \ldots, t_{l} \in T(B)$ and if $t_{r} \rightarrow_{R} t_{r}^{\prime}$ then $f\left(s_{1}, \ldots, s_{k} ; t_{1}, \ldots, t_{r}, \ldots, t_{l}\right) \rightarrow_{R} f\left(s_{1}, \ldots, s_{k} ; t_{1}, \ldots, t_{r}^{\prime}, \ldots, t_{l}\right)$.
$R$ is called terminating if there is no infinite sequence $\left(t_{n}\right)_{n \in \mathbb{N}}$ of elements in $T(B)$ so that $t_{n} \rightarrow_{R} t_{n+1}$ holds for all $n \in \mathbb{N}$. Let $\rightarrow_{R}^{*}$ be the transitive reflexive closure of $\rightarrow_{R}$. $R$ is called confluent if for all $s, t, u \in T(B)$ so that $s \rightarrow_{R}^{*} t$ and $s \rightarrow_{R}^{*} u$ there is a $v \in T(B)$ so that $t \rightarrow_{R}^{*} v$ and $u \rightarrow_{R}^{*} v . R$ is called confluent on ground terms if for all $s, t, u \in G(B)$ so that $s \rightarrow_{R}^{*} t$ and $s \rightarrow_{R}^{*} u$ there is a $v \in G(B)$ so that $t \rightarrow_{R}^{*} v$ and $u \rightarrow_{R}^{*} v$. A term $t \in T(B)$ is called a normal form if there is no $u \in T(B)$ so that $t \rightarrow_{R} u$. It is easy to see that, if $R$ is terminating and confluent on ground terms then for every $t \in G(B)$ there is a
unique normal form $u \in G(B)$ so that $t \rightarrow_{R}^{*} u$.
For any $s, t \in T(B)$ we denote by $s \rightarrow t$ the ordered pair $\langle s, t\rangle$.
Definition 2.7 Definition of a set $R_{B}$ of non feasible rewrite rules for predicative recursion.
4. $O^{k, l}\left(x_{1}, \ldots, x_{k} ; y_{1}, \ldots, y_{l}\right) \rightarrow O$ for any $k, l \in \mathbb{N}$ so that $k+l>0$.
5. $U_{r}^{k, l}\left(x_{1}, \ldots, x_{k} ; x_{k+1}, \ldots, x_{k+l}\right) \rightarrow x_{r}$ for any $1 \leq r \leq k+l$.
6. $P^{0,1}(; O) \rightarrow O$.
7. $P^{0,1}\left(; S_{i}(; y)\right) \rightarrow y$ for $i \in\{1,2\}$.
8. $C^{0,3}\left(; O, y_{1}, y_{2}\right) \rightarrow y_{1}$.
9. $C^{0,3}\left(; S_{i}(; y), y_{1}, y_{2}\right) \rightarrow y_{i}$ for $i \in\{1,2\}$.
10. $S U B_{k^{\prime}, l^{\prime}}^{k, l}\left[f, g_{1}, \ldots, g_{k^{\prime}}, h_{1}, \ldots, h_{l^{\prime}}\right]\left(x_{1}, \ldots, x_{k} ; y_{1}, \ldots, y_{l}\right) \rightarrow$
$f\left(g_{1}\left(x_{1}, \ldots, x_{k} ;\right), \ldots, g_{k^{\prime}}\left(x_{1}, \ldots, x_{k} ;\right)\right.$;
$\left.h_{1}\left(x_{1}, \ldots, x_{k} ; y_{1}, \ldots, y_{l}\right), \ldots, h_{l^{\prime}}\left(x_{1}, \ldots, x_{k} ; y_{1}, \ldots, y_{l}\right)\right)$.
11. $\operatorname{PREC}^{k+1, l}\left[g, h_{1}, h_{2}\right]\left(O, x_{1}, \ldots, x_{k} ; y_{1}, \ldots, y_{l}\right) \rightarrow$ $g\left(x_{1}, \ldots, x_{k} ; y_{1}, \ldots, y_{l}\right)$.
12. $P R E C^{k+1, l}\left[g, h_{1}, h_{2}\right]\left(S_{i}(; x), x_{1}, \ldots, x_{k} ; y_{1}, \ldots, y_{l}\right) \rightarrow$ $h_{i}\left(x, x_{1}, \ldots, x_{k} ; y_{1}, \ldots, y_{l}, \operatorname{PRE} C^{k+1, l}\left[g, h_{1}, h_{2}\right]\left(x, x_{1}, \ldots, x_{k} ; y_{1}, \ldots, y_{l}\right)\right)$ for any $i \in\{1,2\}$.

Lemma $2.8 R_{B}$ is terminating.
Proof. The rules of $R_{B}$ are reducing under the multiset path ordering. To see this we define as a suitable well-founded precedence $\succ$ on $B$

$$
f \succ g \quad: \Longleftrightarrow \quad \operatorname{lh}(f)>\operatorname{lh}(g)
$$

Then the induced multiset path ordering $\succ_{m p o}$ on $T(B)$ is well-founded [7, 9]. It is easily shown that $l \succ_{m p o} r$ holds for all rules $l \rightarrow r$ of $R_{B}$.

An alternative termination proof is given in section 3.

Lemma $2.9 R_{B}$ is confluent on ground terms.
Proof. $R_{B}$ is orthogonal, i.e. $R_{B}$ does not contain critical pairs. Termination of $R_{B}$ then yields confluence (in general).

Alternatively, we could argue directly as follows. $R_{B}$ is terminating. The rules of $R_{B}$ respect the intended semantics given by the evaluation function $\Phi$. Every ground normal form is a numeral. Putting things together the assertion follows.

Definition 2.10 Definition of a set $R_{B}{ }^{\prime}$ of feasible rewrite rules for predicative recursion.

1. $O^{k, l}\left(x_{1}, \ldots, x_{k} ; y_{1}, \ldots, y_{l}\right) \rightarrow O$ for any $k, l \in \mathbb{N}$ so that $k+l>0$.
2. $U_{r}^{k, l}\left(x_{1}, \ldots, x_{k} ; x_{k+1}, \ldots, x_{k+l}\right) \rightarrow x_{r}$ for any $1 \leq r \leq k+l$.
3. $P^{0,1}(; O) \rightarrow O$.
4. $P^{0,1}\left(; S_{i}(; y)\right) \rightarrow y$ for $i \in\{1,2\}$.
5. $C^{0,3}\left(; O, y_{1}, y_{2}\right) \rightarrow y_{1}$.
6. $C^{0,3}\left(; S_{i}(; y), y_{1}, y_{2}\right) \rightarrow y_{i}$ for $i \in\{1,2\}$.
7. $S U B_{k^{\prime}, l^{\prime}}^{k, l}\left[f, g_{1}, \ldots, g_{k^{\prime}}, h_{1}, \ldots, h_{l^{\prime}}\right]\left(x_{1}, \ldots, x_{k} ; \underline{n_{1}}, \ldots, \underline{n_{l}}\right) \rightarrow$
$f\left(g_{1}\left(x_{1}, \ldots, x_{k} ;\right), \ldots, g_{k^{\prime}}\left(x_{1}, \ldots, x_{k} ;\right)\right.$;
$\left.h_{1}\left(x_{1}, \ldots, x_{k} ; \underline{n_{1}}, \ldots, \underline{n_{l}}\right), \ldots, h_{l^{\prime}}\left(x_{1}, \ldots, x_{k} ; \underline{n_{1}}, \ldots, \underline{n_{l}}\right)\right)$ for any sequence $\left\langle\underline{n_{1}}, \ldots, \underline{n_{l}}\right\rangle$ of $\overline{n u m e r a l s}$.
8. $\operatorname{PREC} C^{k+1, l}\left[g, h_{1}, h_{2}\right]\left(O, x_{1}, \ldots, x_{k} ; \underline{n_{1}}, \ldots, \underline{n_{l}}\right) \rightarrow$
$g\left(x_{1}, \ldots, x_{k} ; \underline{n_{1}}, \ldots, \underline{n_{l}}\right)$ for any sequence $\left\langle\underline{n_{1}}, \ldots, \underline{n_{l}}\right\rangle$ of numerals.
9. $\operatorname{PREC} C^{k+1, l}\left[g, h_{1}, h_{2}\right]\left(S_{i}(; x), x_{1}, \ldots, x_{k} ; \underline{n_{1}}, \ldots, \underline{n_{l}}\right) \rightarrow$
$h_{i}\left(x, x_{1}, \ldots, x_{k} ; \underline{n_{1}}, \ldots, \underline{n_{l}}, \operatorname{PREC} C^{k+1, l}\left[g, h_{1}, h_{2}\right]\left(x, x_{1}, \ldots, x_{k} ; \underline{n_{1}}, \ldots, \underline{n_{l}}\right)\right)$
for any $i \in\{1,2\}$ and any sequence $\left\langle\underline{n_{1}}, \ldots, \underline{n_{l}}\right\rangle$ of numerals.
Lemma 2.11 Let $s, t \in T(B)$. If $s \rightarrow_{R_{B}^{\prime}}$ then $s \rightarrow_{R_{B}} t$.
Proof. This follows from the definition.

Lemma $2.12 R_{B}{ }^{\prime}$ is terminating.
Proof. This follows from the termination of $R_{B}$ and Lemma 2.11.

Lemma $2.13 R_{B}{ }^{\prime}$ is confluent on ground terms.
Proof. $R_{B}{ }^{\prime}$ is orthogonal. Termination of $R_{B}{ }^{\prime}$ then yields confluence (in general).

Alternatively, we could argue directly as follows. $R_{B}{ }^{\prime}$ is terminating. The rules of $R_{B}{ }^{\prime}$ respect the intended semantics given by the evaluation function $\Phi$. Every ground normal form is a numeral. Putting things together the assertion follows.

## 3 A number-theoretic interpretation for the nonfeasible rewrite schemes of predicative recursion

In this section it is shown that the $R_{B}$-derivation lengths are bounded exponentially (in a polynomial in the lengths of the inputs). It turns out that in the worst case the freedom to evaluate subterms in any order leads to a derivation tree (i.e. the tree obtained by parallelizing reductions whenever possible) that has exponential size.

Definition 3.1 For $f \in B^{k, l}$ we define the derivation length function $\mathcal{D}_{R_{B}, f}$ as follows: $\mathcal{D}_{R_{B}, f}\left(m_{1}, \ldots, m_{k} ; n_{1}, \ldots, n_{l}\right):=\max \left\{n \mid \exists t_{1}, \ldots, t_{n} \in G(B): t_{1} \rightarrow_{R_{B}}\right.$ $\left.\ldots \rightarrow R_{B} t_{n} \& t_{1}=f\left(\underline{m_{1}}, \ldots, \underline{m_{k}} ; \underline{n_{1}}, \ldots, \underline{n_{l}}\right)\right\}$.

Since $R_{B}$ is terminating under the multiset path ordering, we know in advance by Hofbauer's result [9] that for any $f \in B^{k, l}$ the derivation length function $\mathcal{D}_{R_{B}, f}$ is bounded by a primitive recursive function. In fact, it can be shown by a simple calculation that for any $f \in B^{k, l}$ the derivation length function $\mathcal{D}_{R_{B}, f}$ is bounded by an elementary recursive function. In this section we prove tight bounds on $\mathcal{D}_{R_{B}, f}$.

Let us fix monotone polynomials $q_{f}$, i.e. polynomials with nonnegative coefficients, for every $f \in B$ :

1. For $f=O^{k, l}, U_{r}^{k, l}$ with $1 \leq r \leq k+l, S_{i}^{0,1}, P^{0,1}, C^{0,3}$, where $f \in B^{k, l}$, we set $q_{f}\left(m_{1}, \ldots, m_{k}\right)=1+\sum_{d=1}^{k} m_{d}$.
2. For $f=S U B_{k^{\prime}, l^{\prime}}^{k, l}\left[\tilde{f}, g_{1}, \ldots, g_{k^{\prime}}, h_{1}, \ldots, h_{l^{\prime}}\right]$ we set $q_{f}\left(m_{1}, \ldots, m_{k}\right)=$ $q_{\tilde{f}}\left(q_{g_{1}}\left(m_{1}, \ldots, m_{k}\right), \ldots, q_{g_{k^{\prime}}}\left(m_{1}, \ldots, m_{k}\right)\right)+\sum_{d=1}^{l^{\prime}} q_{h_{d}}\left(m_{1}, \ldots, m_{k}\right)$.
3. For $f=P R E C^{k+1, l}\left[g, h_{1}, h_{2}\right]$ we set $q_{f}\left(m, m_{1}, \ldots, m_{k}\right)=$ $m \cdot\left(q_{h_{1}}\left(m, m_{1}, \ldots, m_{k}\right)+q_{h_{2}}\left(m, m_{1}, \ldots, m_{k}\right)\right)+q_{g}\left(m_{1}, \ldots, m_{k}\right)$

As in [4] the following polymax bounding lemma is proved:

## Lemma 3.2

$$
\left|\Phi(f)\left(m_{1}, \ldots, m_{k} ; n_{1}, \ldots, n_{l}\right)\right| \leq q_{f}\left(\left|m_{1}\right|, \ldots,\left|m_{k}\right|\right)+\max _{1 \leq d \leq l}\left|n_{d}\right|
$$

for $f \in B^{k, l}$ and $m_{1}, \ldots, m_{k}, n_{1}, \ldots, n_{l} \in \mathbb{N}$.
Let $\Psi$ be an unary function and $u_{1}, \ldots, u_{k}$ be a sequence of elements in the domain of $\Psi$. In the sequel we write $\Psi(\vec{u})$ for $\Psi\left(u_{1}\right), \ldots, \Psi\left(u_{k}\right)$. For example $|\Phi(\vec{u})|$ abbreviates $\left|\Phi\left(u_{1}\right)\right|, \ldots,\left|\Phi\left(u_{k}\right)\right|$.

For $f \in B^{k, l}$ we will define a number-theoretic interpretation $\mathrm{I}_{0}(f): \mathbb{N}^{k} \longrightarrow$ $\mathbb{N}$ which is a monotone polynomial. Then the interpretation of the terms in $T(B)$ is defined as follows. For a variable $x \in X$ we set $\mathrm{I}(x)=1$. For $f \in B^{k, l}$ and $s_{1}, \ldots, s_{k}, t_{1}, \ldots, t_{l} \in T(B)$ we define

$$
\mathrm{I}\left(f\left(s_{1}, \ldots, s_{k} ; t_{1}, \ldots, t_{l}\right)\right):=2^{\mathrm{I}_{0}(f)(|\Phi(\vec{s})|)} \cdot\left(\sum_{d=1}^{k} \mathrm{I}\left(s_{d}\right)+\sum_{d=1}^{l} \mathrm{I}\left(t_{d}\right)+l h(f)\right) .
$$

Obviously we have $\mathrm{I}(f(\vec{s}, \vec{t})) \geq \sum_{d=1}^{k} \mathrm{I}\left(s_{d}\right)+\sum_{d=1}^{l} \mathrm{I}\left(t_{d}\right)+l h(f) \geq 1$. By induction on $\operatorname{lh}(t)$ we get $\mathrm{I}(t) \geq \operatorname{lh}(t)$ for any $t \in T(B)$.

Definition 3.3 Recursive definition of $\mathrm{I}_{0}(f)$ for $f \in B$.

1. For $f=O^{k, l}, U_{r}^{k, l}$ with $1 \leq r \leq k+l, S_{i}^{0,1}, P^{0,1}, C^{0,3}$, where $f \in B^{k, l}$, we set $\mathrm{I}_{0}(f)\left(m_{1}, \ldots, m_{k}\right)=0$
2. $\mathrm{I}_{0}\left(S U B_{k^{\prime}, l^{\prime}}^{k, l}\left[f, g_{1}, \ldots, g_{k^{\prime}}, h_{1}, \ldots, h_{l^{\prime}}\right]\right)\left(m_{1}, \ldots, m_{k}\right)$

$$
=\mathrm{I}_{0}(f)\left(q_{g_{1}}(\vec{m}), \ldots, q_{g_{k^{\prime}}}(\vec{m})\right)+\sum_{d=1}^{k^{\prime}} \mathrm{I}_{0}\left(g_{d}\right)(\vec{m})+\sum_{d=1}^{l^{\prime}} \mathrm{I}_{0}\left(h_{d}\right)(\vec{m})+1
$$

3. $\mathrm{I}_{0}\left(P R E C^{k+1, l}\left[g, h_{1}, h_{2}\right]\right)\left(m, m_{1}, \ldots, m_{k}\right)$

$$
=m \cdot\left(\mathrm{I}_{0}\left(h_{1}\right)(m, \vec{m})+\mathrm{I}_{0}\left(h_{2}\right)(m, \vec{m})\right)+\mathrm{I}_{0}(g)(\vec{m})
$$

From the definition we easily see that $\mathrm{I}_{0}(f)$ is a monotone polynomial for any $f \in B$.

We compute $\mathrm{I}\left(S_{i}(; s)\right)=2^{\mathrm{I}_{0}\left(S_{i}\right)} \cdot\left(\mathrm{I}(s)+l h\left(S_{i}\right)\right)=\mathrm{I}(s)+1$, so $\mathrm{I}(\underline{m})=|m|+1$ for every numeral $\underline{m}$.

Using $2^{m}+2^{n} \leq 2^{m+n}$ for $m, n \geq 1$ we see

$$
\begin{aligned}
& \mathrm{I}\left(f\left(\underline{m_{1}}, \ldots, \underline{m_{k}} ; \underline{n_{1}}, \ldots, \underline{n_{l}}\right)\right) \\
& \quad=2^{\mathrm{I}_{0}(f)(|\Phi(\underline{\vec{m}})|)} \cdot\left(\sum_{d=1}^{k} \mathrm{I}\left(\underline{m}_{d}\right)+\sum_{d=1}^{l} \mathrm{I}\left(\underline{n}_{d}\right)+l h(f)\right) \\
& \quad \leq 2^{\mathrm{I}_{\mathrm{o}}(f)(|\vec{m}|)} \cdot\left(\sum_{d=1}^{k}\left(\left|m_{d}\right|+1\right)+\sum_{d=1}^{l}\left(\left|n_{d}\right|+1\right)+l h(f)\right) \\
& \quad \leq 2^{\mathrm{I}_{0}(f)(|\vec{m}|)+\sum_{d=1}^{k}\left|m_{d}\right|+\sum_{d=1}^{l}\left|n_{d}\right|+l h(f)}
\end{aligned}
$$

Therefore $\mathrm{I}\left(f\left(\underline{m_{1}}, \ldots, m_{k} ; \underline{n_{1}}, \ldots, \underline{n_{l}}\right)\right)$ is bounded by an exponential of a monotone polynomial in the lengths of the inputs $m_{1}, \ldots, m_{k}, n_{1}, \ldots, n_{l}$.

Theorem 3.4 $R_{B}$ is terminating and for every $f \in B$ the derivation length function $\mathcal{D}_{R_{B}, f}$ is bounded by an exponential of a monotone polynomial in the lengths of the inputs.

This theorem is an immediate consequence of
Lemma 3.5 If $s, t \in G(B)$ and $s \rightarrow_{R_{B}}$ then $\mathrm{I}(s)>\mathrm{I}(t)$.
Proof of Theorem 3.4. If $t_{1}, \ldots, t_{n} \in G(B)$ with $t_{1} \rightarrow_{R_{B}} \cdots \rightarrow_{R_{B}} t_{n}$ then Lemma 3.5 implies $n \leq \mathrm{I}\left(t_{1}\right)$. Therefore $\mathcal{D}_{R_{B}, f}\left(m_{1}, \ldots, m_{k}, n_{1}, \ldots, n_{l}\right) \leq$ $\mathrm{I}\left(f\left(\underline{m_{1}}, \ldots, \underline{m_{k}} ; \underline{n_{1}}, \ldots, \underline{n_{l}}\right)\right)$ and this is bounded by an exponential of a monotone polynomial in the lengths of the inputs.

Proof of Lemma 3.5. It is easy to check that $\mathrm{I}(f(\ldots s \ldots))>\mathrm{I}(f(\ldots t \ldots))$ provided that $\mathrm{I}(s)>\mathrm{I}(t)$. So we only have to prove that $\mathrm{I}(s \sigma)>\mathrm{I}(t \sigma)$ for all $\langle s, t\rangle \in R_{B}$ and all ground substitutions $\sigma$. To do this we only consider the nontrivial cases.

1. Let $\tilde{f}=S U B_{k^{\prime}, l^{\prime}}^{k, l}\left[f, g_{1}, \ldots, g_{k^{\prime}}, h_{1}, \ldots, h_{l^{\prime}}\right]$. We consider the case

$$
\begin{aligned}
& \tilde{f}\left(s_{1}, \ldots, s_{k} ; t_{1}, \ldots, t_{l}\right) \\
& \quad \rightarrow R_{B} \quad f\left(g_{1}(\vec{s} ;), \ldots, g_{k^{\prime}}(\vec{s} ;) ; h_{1}(\vec{s} ; \vec{t}), \ldots, h_{l^{\prime}}(\vec{s} ; \vec{t})\right) .
\end{aligned}
$$

Using $\operatorname{lh}(f), \operatorname{lh}\left(g_{1}\right), \ldots, \operatorname{lh}\left(g_{k^{\prime}}\right), \operatorname{lh}\left(h_{1}\right), \ldots, \operatorname{lh}\left(h_{l^{\prime}}\right)<\operatorname{lh}(\tilde{f})$ we compute

$$
\begin{aligned}
& \mathrm{I}\left(f\left(g_{1}(\vec{s} ;), \ldots, g_{k^{\prime}}(\vec{s} ;) ; h_{1}(\vec{s} ; \vec{t}), \ldots, h_{l^{\prime}}(\vec{s} ; \vec{t})\right)\right) \\
&= 2^{\mathrm{I}_{0}(f)\left(\left|\Phi\left(g_{1}(\vec{s} ;)\right)\right|, \ldots,\left|\Phi\left(g_{k^{\prime}}(\vec{s} ;)\right)\right|\right)} \cdot\left(\sum_{d=1}^{k^{\prime}} 2^{\mathrm{I}_{0}\left(g_{d}\right)(|\Phi(\vec{s} \mid)|)} \cdot\left[\sum_{d=1}^{k} \mathrm{I}\left(s_{d}\right)+l h\left(g_{d}\right)\right]\right. \\
&\left.+\sum_{d=1}^{l^{\prime}} 2^{\mathrm{I}_{0}\left(h_{d}\right)(|\Phi(\vec{s})|)} \cdot\left[\sum_{d=1}^{k} \mathrm{I}\left(s_{d}\right)+\sum_{d=1}^{l} \mathrm{I}\left(t_{d}\right)+l h\left(h_{d}\right)\right]+l h(f)\right) \\
&< 2^{\mathrm{I}_{0}(f)\left(q_{g_{1}}(|\Phi(\vec{s})|), \ldots, q_{g_{k^{\prime}}}(|\Phi(\vec{s})|)\right)} \cdot\left(\sum_{d=1}^{k^{\prime}} 2^{\mathrm{I}_{0}\left(g_{d}\right)(|\Phi(\vec{s})|)}+\sum_{d=1}^{l^{\prime}} 2^{\mathrm{I}_{0}\left(h_{d}\right)(|\Phi(\vec{s})|)}+1\right) \\
& \cdot\left(\sum_{d=1}^{k} \mathrm{I}\left(s_{d}\right)+\sum_{d=1}^{l} \mathrm{I}\left(t_{d}\right)+l h(\tilde{f})\right) \\
& \leq 2^{\mathrm{I}_{0}(f)\left(q_{g_{1}}(|\Phi(\vec{s})|), \ldots, q_{g_{k^{\prime}}}(|\Phi(\vec{s})|)\right)+\sum_{d=1}^{k^{\prime}} \mathrm{I}_{0}\left(g_{d}\right)(|\Phi(\vec{s})|)+\sum_{d=1}^{l^{\prime}} \mathrm{I}_{0}\left(h_{d}\right)(|\Phi(\vec{s})|)+1} \\
& \quad \cdot\left(\sum_{d=1}^{k} \mathrm{I}\left(s_{d}\right)+\sum_{d=1}^{l} \mathrm{I}\left(t_{d}\right)+l h(\tilde{f})\right) \\
&= \mathrm{I}(\tilde{f}(\vec{s} ; \vec{t}))
\end{aligned}
$$

2. Let $f=P R E C^{k+1, l}\left[g, h_{1}, h_{2}\right]$ and consider the case

$$
\begin{aligned}
& f\left(S_{i}(; s), s_{1}, \ldots, s_{k} ; t_{1}, \ldots, t_{l}\right) \\
& \quad \rightarrow_{R_{B}} h_{i}\left(s, s_{1}, \ldots, s_{k} ; t_{1}, \ldots, t_{l}, f\left(s, s_{1}, \ldots, s_{k} ; t_{1}, \ldots, t_{l}\right)\right)
\end{aligned}
$$

for $i \in\{1,2\}$. Using $l h\left(h_{i}\right)<l h(f)$ we compute:

$$
\begin{aligned}
& \mathrm{I}\left(h_{i}\left(s, s_{1}, \ldots, s_{k} ; t_{1}, \ldots, t_{l}, f\left(s, s_{1}, \ldots, s_{k} ; t_{1}, \ldots, t_{l}\right)\right)\right) \\
&= 2^{\mathrm{I}_{0}\left(h_{i}\right)(|\Phi(s, \vec{s})|)} \cdot\left(\mathrm{I}(s)+\sum_{d=1}^{k} \mathrm{I}\left(s_{d}\right)+\sum_{d=1}^{l} \mathrm{I}\left(t_{d}\right)\right. \\
&\left.+2^{\mathrm{I}_{0}(f)(|\Phi(s, \vec{s})|)} \cdot\left[\mathrm{I}(s)+\sum_{d=1}^{k} \mathrm{I}\left(s_{d}\right)+\sum_{d=1}^{l} \mathrm{I}\left(t_{d}\right)+l h(f)\right]+l h\left(h_{i}\right)\right) \\
&< 2^{\mathrm{I}_{0}\left(h_{i}\right)(|\Phi(s, \vec{s})|)} \cdot\left(1+2^{\mathrm{I}_{0}(f)(|\Phi(s, \vec{s})|)}\right) \\
& \cdot\left(\mathrm{I}(s)+\sum_{d=1}^{k} \mathrm{I}\left(s_{d}\right)+\sum_{d=1}^{l} \mathrm{I}\left(t_{d}\right)+l h(f)\right) \\
& \leq 2^{\left(\mathrm{I}_{0}\left(h_{i}\right)(|\Phi(s, \vec{s})|)+1\right)+|\Phi(s)| \cdot\left(\mathrm{I}_{0}\left(h_{1}\right)(|\Phi(s, \vec{s})|)+\mathrm{I}_{0}\left(h_{2}\right)(|\Phi(s, \vec{s})|)\right)+\mathrm{I}_{0}(g)(|\Phi(\vec{s})|)} \\
& \cdot\left(\mathrm{I}(s)+\sum_{d=1}^{k} \mathrm{I}\left(s_{d}\right)+\sum_{d=1}^{l} \mathrm{I}\left(t_{d}\right)+l h(f)\right) \\
& \leq \mathrm{I}\left(f\left(S_{i}(; s), \vec{s} ; \vec{t}\right)\right)
\end{aligned}
$$

In the following we give an example of a function $f$ so that the derivation length function $\mathcal{D}_{R_{B}, f}$ is not bounded by a polynomial in the lengths of the inputs. To do so we define a function symbol

$$
g:=P R E C^{1,1}\left[U_{1}^{0,1}, S U B_{0,2}^{1,2}\left[U_{1}^{0,2}, U_{3}^{1,2}, U_{3}^{1,2}\right], S U B_{0,2}^{1,2}\left[U_{1}^{0,2}, U_{3}^{1,2}, U_{3}^{1,2}\right]\right]
$$

and terms $T_{0}(x):=x$ and $T_{n+1}(x):=U_{1}^{0,2}\left(; T_{n}(x), T_{n}(x)\right)$. The connection between $g$ and the $T_{n}$ 's is

Lemma $3.6 g(\underline{m} ; s) \rightarrow_{R_{B}}^{*} T_{|m|}(s)$ for all $m \in \mathbb{N}$ and $s \in T(B)$.
Proof. The assertion is proved by induction on $m$. First we see $g(\underline{0} ; s) \rightarrow_{R_{B}}$ $U_{1}^{0,1}(; s) \rightarrow_{R_{B}} s=T_{|0|}(s)$. In the induction step we compute

$$
\begin{aligned}
& g\left(\underline{\left(\mathcal{S}_{i}(; m)\right.} ; s\right)=g\left(S_{i}(; \underline{m}) ; s\right) \\
& \rightarrow_{R_{B}} S U B_{0,2}^{1,2}\left[U_{1}^{0,2}, U_{3}^{1,2}, U_{3}^{1,2}\right](\underline{m} ; s, g(\underline{m} ; s))
\end{aligned}
$$

$$
\begin{array}{ll}
\stackrel{i . h}{\rightarrow}{\underset{R}{B}}^{i . n} & S U B_{0,2}^{1,2}\left[U_{1}^{0,2}, U_{3}^{1,2}, U_{3}^{1,2}\right]\left(\underline{m} ; s, T_{|m|}(s)\right) \\
\rightarrow_{R_{B}} & U_{1}^{0,2}\left(; U_{3}^{1,2}\left(\underline{m} ; s, T_{|m|}(s)\right), U_{3}^{1,2}\left(\underline{m} ; s, T_{|m|}(s)\right)\right) \\
\rightarrow_{R_{B}}^{2} & U_{1}^{0,2}\left(; T_{|m|}(s), T_{|m|}(s)\right)=T_{|m|+1}(s)=T_{\left|\mathcal{S}_{i}(; m)\right|}(s)
\end{array}
$$

Consider some term s which has some derivation with length greater than 0 . Then the following lemma shows that $T_{k}(s)$ has a derivation with length at least $2^{k}$.

Lemma 3.7 $l_{k}(m):=\max \left\{n \mid \exists t_{1}, \ldots, t_{n} \in G(B): t_{1} \rightarrow_{R_{B}} \ldots \rightarrow_{R_{B}} t_{n} \& t_{1}=\right.$ $\left.T_{k}\left(O^{1,0}(\underline{m} ;)\right) \& t_{n}=O\right\} \geq 2^{k}$.

Proof. The assertion is proved by induction on $k$ for any $m$. Let $s$ be the term $O^{1,0}(\underline{m} ;)$. We see $T_{0}(s)=s \rightarrow{ }_{R_{B}} O$, so $l_{0}(m) \geq 2^{0}$. For the induction step we compute

$$
T_{k+1}(s)=U_{1}^{0,2}\left(; T_{k}(s), T_{k}(s)\right) \rightarrow_{R_{B}}^{l_{k}(m)} U_{1}^{0,2}\left(; 0, T_{k}(s)\right) \rightarrow_{R_{B}}^{l_{k}(m)} U_{1}^{0,2}(; O, O) \rightarrow_{R_{B}} O,
$$

so $l_{k+1}(m)>2 \cdot l_{k}(m)$ and the induction hypothesis leads to $l_{k+1}(m) \geq 2^{k+1}$.
We define $f=S U B_{1,1}^{1,0}\left[g, U_{1}^{1,0}, O^{1,0}\right]$ and prove
Theorem 3.8 $\mathcal{D}_{R_{B}, f}(m)>2^{|m|}$ for all $m \in \mathbb{N}$.
Proof. We give a derivation of $f(\underline{m}) \rightarrow_{R_{B}}^{*} O$ which has a length greater than $2^{|m|}$.

$$
\begin{aligned}
f(\underline{m}) & \rightarrow_{R_{B}} g\left(U_{1}^{1,0}(\underline{m} ;) ; O^{1,0}(\underline{m} ;)\right) \\
& \rightarrow_{R_{B}} g\left(\underline{m} ; O^{1,0}(\underline{m} ;)\right) \\
& \rightarrow_{R_{B}}^{*} \quad T_{|m|}\left(O^{1,0}(\underline{m} ;)\right) \rightarrow_{R_{B}}^{l_{|m|}(m)} O .
\end{aligned}
$$

With Lemma 3.7 this shows $\mathcal{D}_{R_{B}, f}(m)>l_{|m|}(m) \geq 2^{|m|}$.
Corollary 3.9 $\mathcal{D}_{R_{B}, f}$ is not bounded by a polynomial in the lengths of the inputs.

As a matter of fact we know that for every monotone polynomial $p(m)$ there is a polytime function symbol $g_{p} \in B^{1,0}$ so that $\left|\Phi\left(g_{p}\right)(m ;)\right|=p(|m|)$ for all $m \in \mathbb{N}$. With Theorem 3.8 we see

$$
\mathcal{D}_{R_{B}, S U B_{1,0}^{1,0}\left[f, g_{p}\right]}(m) \geq \mathcal{D}_{R_{B}, f}\left(\Phi\left(g_{p}\right)(m ;)\right)>2^{\left|\Phi\left(g_{p}\right)(m ;)\right|}=2^{p(|m|)}
$$

Corollary 3.10 Let $k \in \mathbb{N}$ and $f \in B^{k, 0}$. Any reasonable $R_{B}$-head reduction strategy yields an algorithm for $\Phi(f)$ which runs in exponential time. (More generally, any reasonable $R_{B}$ reduction strategy yields an algorithm for $\Phi(f)$ which runs in exponential time.)

Proof. By folklore, there exists a polytime algorithm which, if possible, rewrites any ground term $s \in G(B)$ via an $R_{B}$-head reduction step into its reduct. Consider any deterministic head reduction sequence $f\left(\underline{m_{1}}, \ldots, \underline{m_{k}}\right)=t_{1} \rightarrow_{R_{B}} \ldots$ $\rightarrow_{R_{B}} t_{n}=\Phi(f)\left(m_{1}, \ldots, m_{k}\right)$. Then, by Theorem $3 . \overline{4}$ and the remark before Definition 3.3, $n$ and the lengths of any $t_{i}$ for $i \in\{1, \ldots, n\}$ are bounded by an exponential in a polynomial in the dyadic lengths of $m_{1}, \ldots, m_{k}$. Putting things together, the assertion follows.

## 4 A number-theoretic interpretation for the feasible rewrite schemes of predicative recursion

In this section it is shown that the $R_{B}^{\prime}$-derivation lengths are bounded by a polynomial in the lengths of the inputs. Since in $R_{B}^{\prime}$ the reduction system is forced to evaluate safe positions first the size of the derivation tree is polynomial.
Definition 4.1 For $f \in B^{k, l}$ we define the derivation length function $\mathcal{D}_{R_{B}^{\prime}, f}$ as follows: $\mathcal{D}_{R_{B}^{\prime}, f}\left(m_{1}, \ldots, m_{k} ; n_{1}, \ldots, n_{l}\right):=\max \left\{n \mid \exists t_{1}, \ldots, t_{n} \in G(B): t_{1} \rightarrow_{R_{B}^{\prime}}\right.$ $\left.\ldots \rightarrow{ }_{R_{B}^{\prime}} t_{n} \& t_{1}=f\left(\underline{m_{1}}, \ldots, \underline{m_{k}} ; \underline{n_{1}}, \ldots, \underline{n_{l}}\right)\right\}$.

For $f \in B^{k, l}$ we will define a number-theoretic interpretation $\mathrm{J}_{0}(f): \mathbb{N}^{k} \longrightarrow$ $\mathbb{N}$ which is a monotone polynomial. Then the interpretation of the terms in $T(B)$ is defined as follows. For a variable $x \in X$ we set $\mathrm{J}(x)=1$. For $f \in B^{k, l}$ and $s_{1}, \ldots, s_{k}, t_{1}, \ldots, t_{l} \in T(B)$ we define

$$
\begin{aligned}
\mathrm{J}(f(\vec{s} ; \vec{t})):= & \mathrm{J}_{0}(f)(|\Phi(\vec{s})|) \cdot\left(\sum_{d=1}^{k} \mathrm{~J}\left(s_{d}\right)+\max _{1 \leq d \leq l}\left|\Phi\left(t_{d}\right)\right|+1\right) \\
& +\sum_{d=1}^{l} \mathrm{~J}\left(t_{d}\right)+\operatorname{lh}(f) .
\end{aligned}
$$

Definition 4.2 Recursive definition of $\mathrm{J}_{0}(f)$ for $f \in B$.

1. For $f=O, S_{i}^{0,1}, P^{0,1}, C^{0,3}$ we set $\mathrm{J}_{0}(f)=0$
2. For $f=O^{k, l}, U_{r}^{k, l}$, where $1 \leq r \leq k+l$, we set $\mathrm{J}_{0}(f)\left(m_{1}, \ldots, m_{k}\right)=1$
3. $\mathrm{J}_{0}\left(S U B_{k^{\prime}, l^{\prime}}^{k, l}\left[f, g_{1}, \ldots, g_{k^{\prime}}, h_{1}, \ldots, h_{l^{\prime}}\right]\right)\left(m_{1}, \ldots, m_{k}\right)$

$$
=\mathrm{J}_{0}(f)\left(q_{g_{1}}(\vec{m}), \ldots, q_{g_{k^{\prime}}}(\vec{m})\right) \cdot\left(\sum_{d=1}^{k^{\prime}}\left[\mathrm{J}_{0}\left(g_{d}\right)(\vec{m})+l h\left(g_{d}\right)\right]\right.
$$

$$
\begin{gathered}
\left.+\sum_{d=1}^{l^{\prime}} q_{h_{d}}(\vec{m})+1\right) \\
+\sum_{d=1}^{l^{\prime}} \mathrm{J}_{0}\left(h_{d}\right)(\vec{m})+l \cdot l^{\prime} \\
\text { 4. } \mathrm{J}_{0}\left(P R E C^{k+1, l}\left[g, h_{1}, h_{2}\right]\right)\left(m, m_{1}, \ldots, m_{k}\right) \\
= \\
m \cdot\left(\left[\mathrm{~J}_{0}\left(h_{1}\right)(m, \vec{m})+\mathrm{J}_{0}\left(h_{2}\right)(m, \vec{m})\right] \cdot q_{f}(m, \vec{m})+l+\right. \\
\\
\left.\max \left\{l h\left(h_{1}\right), l h\left(h_{2}\right)\right\}\right)+\mathrm{J}_{0}(g)(\vec{m})
\end{gathered}
$$

From the definition we easily see that $\mathrm{J}_{0}(f)$ is a monotone polynomial for any $f \in B$. Obviously we have $\mathrm{J}(f(\vec{s}, \vec{t})) \geq \sum_{d=1}^{k} \mathrm{~J}\left(s_{d}\right)+\sum_{d=1}^{l} \mathrm{~J}\left(t_{d}\right)+l h(f) \geq 1$. By induction on $l h(t)$ we get $\mathrm{J}(t) \geq l h(t)$ for any $t \in T(B)$.

We compute $\mathrm{J}\left(S_{i}(; s)\right)=\mathrm{J}_{0}\left(\overline{S_{i}}\right) \cdot(|\Phi(s)|+1)+\mathrm{J}(s)+1=\mathrm{J}(s)+1$, so $\mathrm{J}(\underline{m})=|m|+1$ for every numeral $\underline{m}$.

We see that $\mathrm{J}\left(f\left(\underline{m_{1}}, \ldots, \underline{m_{k}}, \underline{n_{1}}, \ldots, \underline{n_{l}}\right)\right)$ is bounded by a monotone polynomial in the lengths of the inputs $m_{1}, \ldots, m_{k}, n_{1}, \ldots, n_{l}$, because

$$
\begin{aligned}
& \mathrm{J}\left(f\left(\underline{m_{1}}, \ldots, \underline{m_{k}} ; \underline{n_{1}}, \ldots, \underline{n_{l}}\right)\right) \\
& \quad=\mathrm{J}_{0}(f)(|\Phi(\underline{\vec{m}})|) \cdot\left(\sum_{d=1}^{k} \mathrm{~J}\left(\underline{m_{d}}\right)+\max _{1 \leq d \leq l}\left|\Phi\left(\underline{n_{d}}\right)\right|+1\right)+\sum_{d=1}^{l} \mathrm{~J}\left(\underline{n_{d}}\right)+l h(f) \\
& \quad \leq\left(\mathrm{J}_{0}(f)(|\vec{m}|)+1\right) \cdot\left(\sum_{d=1}^{k}\left(\left|m_{d}\right|+1\right)+\sum_{d=1}^{l}\left(\left|n_{d}\right|+1\right)+l h(f)\right)
\end{aligned}
$$

Theorem $4.3 R_{B}^{\prime}$ is terminating and for every $f \in B$ the derivation length function $\mathcal{D}_{R_{B}^{\prime}, f}$ is bounded by a monotone polynomial in the lengths of the inputs.

The same argumentation as in section 3 yields that this theorem is an immediate consequence of

Lemma 4.4 If $s, t \in G(B)$ and $s \rightarrow_{R_{B}^{\prime}} t$ then $\mathrm{J}(s)>\mathrm{J}(t)$.
Proof. It is easy to check that $\mathrm{J}(f(\ldots s \ldots))>\mathrm{J}(f(\ldots t \ldots))$ provided that $\mathrm{J}(s)>\mathrm{J}(t)$. So we only have to prove that $\mathrm{J}(s \sigma)>\mathrm{J}(t \sigma)$ for all $\langle s, t\rangle \in R_{B}^{\prime}$ and all ground substitutions $\sigma$. To do this we only consider the nontrivial cases.

1. Let $\tilde{f}=S U B_{k^{\prime}, l^{\prime}}^{k, l}\left[f, g_{1}, \ldots, g_{k^{\prime}}, h_{1}, \ldots, h_{l^{\prime}}\right]$. We consider the case

$$
\tilde{f}\left(s_{1}, \ldots, s_{k} ; \underline{n_{1}}, \ldots, \underline{n_{l}}\right) \rightarrow_{R_{B}^{\prime}} f\left(g_{1}(\vec{s} ;), \ldots, g_{k^{\prime}}(\vec{s} ;) ; h_{1}(\vec{s} ; \underline{\vec{n}}), \ldots, h_{l^{\prime}}(\vec{s} ; \underline{\vec{n}})\right) .
$$

Using $\mathrm{J}(\underline{n})=|\Phi(\underline{n})|+1$ for every numeral $\underline{n}$ we compute

$$
\begin{aligned}
& \mathrm{J}\left(f\left(g_{1}(\vec{s} ;), \ldots, g_{k^{\prime}}(\vec{s} ;) ; h_{1}(\vec{s} ; \underline{\vec{r}}), \ldots, h_{l^{\prime}}(\vec{s} ; \underline{\vec{r}})\right)\right) \\
& \left.=\mathrm{J}_{0}(f)\left(\left|\Phi\left(g_{1}(\vec{s} ;)\right)\right|, \ldots,\left|\Phi\left(g_{k^{\prime}}(\vec{s} ;)\right)\right|\right)\right) \\
& \cdot\left(\sum_{d=1}^{k^{\prime}} \mathrm{J}\left(g_{d}(\vec{s} ;)\right)+\max _{1 \leq d \leq l^{\prime}}\left|\Phi\left(h_{d}(\vec{s} ; \underline{\vec{r}})\right)\right|+1\right)+\sum_{d=1}^{l^{\prime}} \mathrm{J}\left(h_{d}(\vec{s} ; \underline{\vec{r}})\right)+l h(f) \\
& \leq\left(\mathrm { J } _ { 0 } ( f ) ( q _ { g _ { 1 } } ( | \Phi ( \vec { s } ) | ) , \ldots , q _ { g _ { k ^ { \prime } } } ( | \Phi ( \vec { s } ) | ) ) \cdot \left(\sum _ { d = 1 } ^ { k ^ { \prime } } \left[\mathrm{J}_{0}\left(g_{d}\right)(|\Phi(\vec{s})|)\right.\right.\right. \\
& \left.\left.\cdot\left(\sum_{d=1}^{k} \mathrm{~J}\left(s_{d}\right)+1\right)+l h\left(g_{d}\right)\right]+\max _{1 \leq d \leq l^{\prime}}\left[q_{h_{d}}(|\Phi(\vec{s})|)+\max _{1 \leq d \leq l}\left|\Phi\left(\underline{n}_{d}\right)\right|\right]+1\right) \\
& +\sum_{d=1}^{l^{\prime}}\left(\mathrm{J}_{0}\left(h_{d}\right)(|\Phi(\vec{s})|) \cdot\left[\sum_{d=1}^{k} \mathrm{~J}\left(s_{d}\right)+\max _{1 \leq d \leq l}\left|\Phi\left(\underline{n}_{d}\right)\right|+1\right]\right. \\
& \left.+\sum_{d=1}^{l} \mathrm{~J}\left(\underline{n}_{d}\right)+\operatorname{lh}\left(h_{d}\right)\right)+\operatorname{lh}(f) \\
& \leq\left[( \mathrm { J } _ { 0 } ( f ) ( q _ { g _ { 1 } } ( | \Phi ( \vec { s } ) | ) , \ldots , q _ { g _ { k ^ { \prime } } } ( | \Phi ( \vec { s } ) | ) ) ) \cdot \left(\sum_{d=1}^{k^{\prime}}\left[\mathrm{J}_{0}\left(g_{d}\right)(|\Phi(\vec{s})|)+\operatorname{lh}\left(g_{d}\right)\right]\right.\right. \\
& \left.\left.+\sum_{d=1}^{l^{\prime}} q_{h_{d}}(|\Phi(\vec{s})|)+1\right)+\sum_{d=1}^{l^{\prime}} \mathrm{J}_{0}\left(h_{d}\right)(|\Phi(\vec{s})|)\right] \\
& \cdot\left(\sum_{d=1}^{k} \mathrm{~J}\left(s_{d}\right)+\max _{1 \leq d \leq l}\left|\Phi\left(\underline{n}_{d}\right)\right|+1\right) \\
& +l \cdot l^{\prime} \cdot\left(\max _{1 \leq d \leq l}\left|\Phi\left(\underline{n}_{d}\right)\right|+1\right)+\sum_{d=1}^{l^{\prime}} \operatorname{lh}\left(h_{d}\right)+l h(f) \\
& <\mathrm{J}_{0}(\tilde{f})(|\Phi(\vec{s})|) \cdot\left(\sum_{d=1}^{k} \mathrm{~J}\left(s_{d}\right)+\max _{1 \leq d \leq l}\left|\Phi\left(\underline{n}_{d}\right)\right|+1\right)+\operatorname{lh}(\tilde{f}) \\
& =\mathrm{J}(\tilde{f}(\vec{s} ; \underline{\vec{r}}))
\end{aligned}
$$

2. Let $f=P R E C^{k+1, l}\left[g, h_{1}, h_{2}\right]$ and consider the case

$$
\begin{aligned}
& f\left(S_{i}(; s), s_{1}, \ldots, s_{k} ; \underline{n_{1}}, \ldots, \underline{n_{l}}\right) \\
& \quad \rightarrow_{R_{B}^{\prime}} \quad h_{i}\left(s, s_{1}, \ldots, s_{k} ; \underline{n_{1}}, \ldots, \underline{n_{l}}, f\left(s, s_{1}, \ldots, s_{k} ; \underline{n_{1}}, \ldots, \underline{n_{l}}\right)\right)
\end{aligned}
$$

for $i \in\{1,2\}$. Again using $J(\underline{n})=|\Phi(\underline{n})|+1$ for every numeral $\underline{n}$ we compute

$$
\begin{aligned}
& \mathrm{J}\left(h_{i}\left(s, s_{1}, \ldots, s_{k} ; \underline{n_{1}}, \ldots, \underline{n_{l}}, f\left(s, s_{1}, \ldots, s_{k} ; \underline{n_{1}}, \ldots, \underline{n_{l}}\right)\right)\right) \\
& =\mathrm{J}_{0}\left(h_{i}\right)(|\Phi(s, \vec{s})|) \cdot\left(\mathrm{J}(s)+\sum_{d=1}^{k} \mathrm{~J}\left(s_{d}\right)+\max \{|\Phi(\underline{\vec{n}})|,|\Phi(f(s, \vec{s} ; \underline{\vec{n}}))|\}+1\right) \\
& +\sum_{d=1}^{l} \mathrm{~J}\left(\underline{n}_{d}\right)+\mathrm{J}(f(s, \vec{s} ; \underline{\vec{r}}))+\operatorname{lh}\left(h_{i}\right) \\
& \leq \mathrm{J}_{0}\left(h_{i}\right)(|\Phi(s, \vec{s})|) \cdot\left(\mathrm{J}(s)+\sum_{d=1}^{k} \mathrm{~J}\left(s_{d}\right)+q_{f}(|\Phi(s, \vec{s})|)+\max _{1 \leq d \leq l}\left|\Phi\left(\underline{n}_{d}\right)\right|+1\right) \\
& +\mathrm{J}_{0}(f)(|\Phi(s, \vec{s})|) \cdot\left(\mathrm{J}(s)+\sum_{d=1}^{k} \mathrm{~J}\left(s_{d}\right)+\max _{1 \leq d \leq l}\left|\Phi\left(\underline{n}_{d}\right)\right|+1\right) \\
& +\sum_{d=1}^{l} \mathrm{~J}\left(\underline{n}_{d}\right)+l h(f)+l \cdot\left(\max _{1 \leq d \leq l}\left|\Phi\left(\underline{n}_{d}\right)\right|+1\right)+\operatorname{lh}\left(h_{i}\right) \\
& \leq\left[\mathrm{J}_{0}\left(h_{i}\right)(|\Phi(s, \vec{s})|) \cdot\left(1+q_{f}(|\Phi(s, \vec{s})|)\right)+l+\operatorname{lh}\left(h_{i}\right)\right. \\
& +|\Phi(s)| \cdot\left(\left[\mathrm{J}_{0}\left(h_{1}\right)(|\Phi(s, \vec{s})|)+\mathrm{J}_{0}\left(h_{2}\right)(|\Phi(s, \vec{s})|)\right] \cdot q_{f}(|\Phi(s, \vec{s})|)\right. \\
& \left.\left.+l+\max \left\{\operatorname{lh}\left(h_{1}\right), \operatorname{lh}\left(h_{2}\right)\right\}\right)+\mathrm{J}_{0}(g)(|\Phi(\vec{s})|)\right] \\
& \cdot\left(\mathrm{J}(s)+\sum_{d=1}^{k} \mathrm{~J}\left(s_{d}\right)+\max _{1 \leq d \leq l}\left|\Phi\left(\underline{n}_{d}\right)\right|+1\right)+\sum_{d=1}^{l} \mathrm{~J}\left(\underline{n}_{d}\right)+l h(f) \\
& \leq\left[| \Phi ( S _ { i } ( ; s ) ) | \cdot \left(\left[\mathrm{J}_{0}\left(h_{1}\right)(|\Phi(s, \vec{s})|)+\mathrm{J}_{0}\left(h_{2}\right)(|\Phi(s, \vec{s})|)\right] \cdot q_{f}\left(\left|\Phi\left(S_{i}(s), \vec{s}\right)\right|\right)\right.\right. \\
& \left.\left.+l+\max \left\{l h\left(h_{1}\right), \operatorname{lh}\left(h_{2}\right)\right\}\right)+\mathrm{J}_{0}(g)(|\Phi(\vec{s})|)\right] \\
& \cdot\left(\mathrm{J}(s)+\sum_{d=1}^{k} \mathrm{~J}\left(s_{d}\right)+\max _{1 \leq d \leq l}\left|\Phi\left(\underline{n}_{d}\right)\right|+1\right)+\sum_{d=1}^{l} \mathrm{~J}\left(\underline{n}_{d}\right)+l h(f) \\
& <\mathrm{J}_{0}(f)\left(\left|\Phi\left(S_{i}(; s), \vec{s}\right)\right|\right) \cdot\left(\mathrm{J}\left(S_{i}(; s)\right)+\sum_{d=1}^{k} \mathrm{~J}\left(s_{d}\right)+\max _{1 \leq d \leq l}\left|\Phi\left(\underline{n}_{d}\right)\right|+1\right) \\
& +\sum_{d=1}^{l} \mathrm{~J}\left(\underline{n}_{d}\right)+\operatorname{lh}(f) \\
& =\mathrm{J}\left(f\left(S_{i}(; s), \vec{s} ; \underline{\vec{r}}\right)\right)
\end{aligned}
$$

Corollary 4.5 Let $k \in \mathbb{N}$ and $f \in B^{k, 0}$. Any reasonable $R_{B}^{\prime}$-head reduction
strategy yields an algorithm for $\Phi(f)$ which runs in polynomial time. Any reasonable $R_{B}^{\prime}$-inside first reduction strategy yields an algorithm for $\Phi(f)$ which runs in polynomial time. (More generally, any reasonable $R_{B}^{\prime}$ reduction strategy yields an algorithm for $\Phi(f)$ which runs in polynomial time.)

Proof. By folklore, there exists a polytime algorithm which, if possible, rewrites any ground term $s \in G(B)$ via an $R_{B}^{\prime}$-head reduction step into its reduct. Consider any deterministic head reduction sequence $f\left(\underline{m_{1}}, \ldots, \underline{m_{k}}\right)=t_{1} \rightarrow_{R_{B}^{\prime}} \ldots$ $\rightarrow_{R_{B}^{\prime}} t_{n}=\Phi(f)\left(m_{1}, \ldots, m_{k}\right)$. Then, by Theorem 4.3 and the remark after Definition $4.2, n$ and the lengths of any $t_{i}$ for $i \in\{1, \ldots, n\}$ are bounded by a polynomial in the dyadic lengths of $m_{1}, \ldots, m_{k}$. Putting things together, the assertion follows.

## 5 A non trivial closure property of $\mathcal{P} O L Y T I M E$

In this section we give a non trivial application of the theory developed in the previous sections. We reprove Bellantoni's result stating that $\mathcal{B}$ is closed under predicative recursion with parameter substitution. For simplicity we restrict ourselves to the case of one parameter function.

Theorem 5.1 Assume that $\mathcal{G} \in \mathcal{B}^{1,1}, \mathcal{H}_{i} \in \mathcal{B}^{2,2}$ and $\mathcal{P} \in \mathcal{B}^{2,1}$. Then there exists a unique polytime function $\mathcal{F}: \mathbb{N}^{2,1} \rightarrow \mathbb{N}$ so that $\mathcal{F}\left(0, m_{1} ; n\right)=\mathcal{G}\left(m_{1} ; n\right)$ $\mathcal{F}\left(\mathcal{S}_{i}(m), m_{1} ; n\right)=\mathcal{H}_{i}\left(m, m_{1} ; n, \mathcal{F}\left(m, m_{1} ; n, \mathcal{P}\left(m, m_{1} ; n\right)\right)\right.$.

The corresponding rewrite system is defined as follows.
Definition 5.2 Assume that $g \in B^{1,1}, h_{i} \in B^{2,2}$ for $i \in\{1,2\}$ and $p \in B^{2,1}$. Let $f$ be a new function symbol of arity 2,1 and length 1 .
Then $R_{B P S}\left(g, h_{1}, h_{2}, p\right)$ consists of $R_{B}^{\prime}$ plus the rules:
$f\left(0, x_{1} ; \underline{n}\right) \rightarrow g\left(x_{1} ; \underline{n}\right)$
$f\left(S_{i}(; x), x_{1} ; \underline{n}\right) \rightarrow h_{i}\left(x, x_{1} ; \underline{n}, f\left(x, x_{1} ; \underline{n}, p\left(x, x_{1} ; \underline{n}\right)\right)\right)$ for $i \in\{1,2\}$.

Using the lexicographic path ordering it can easily be shown that $R_{B P S}\left(g, h_{1}, h_{2}, p\right)$ is terminating. An alternative and more informative termination proof is given by the following theorem.

Theorem 5.3 Let $R$ be the rewrite systems given in Definition 5.2. Let $f$ be the corresponding function symbol. Then $\mathcal{D}_{R, f}$ and

$$
\max \left\{l h(t): f\left(\underline{m_{1}}, \underline{m_{2}} ; \underline{n}\right) \rightarrow_{R_{B P S}}^{*} t\right\}
$$

are bounded by a polynomial in the lengths of the inputs $m_{1}, m_{2}, n$.

Proof. We expand the number-theoretic interpretation $\mathrm{J}_{0}$ from section 4 respecting the new function symbol $f$. Following [4] we define an appropiate monotone polynomial $q_{f}$ for majorizing the normal arguments of $f$ :
$q_{f}\left(m_{1}, m_{2}\right)=m_{1} \cdot\left(q_{h_{1}}\left(m_{1}, m_{2}\right)+q_{h_{2}}\left(m_{1}, m_{2}\right)+q_{p}\left(m_{1}, m_{2}\right)+1\right)+q_{g}\left(m_{1}, m_{2}\right)$.
Again the polymax bounding Lemma 3.2 holds.
In addition to the clauses of the Definition 4.2 we define:

$$
\begin{aligned}
& \mathrm{J}_{f}\left(m_{1}, m_{2}\right) \\
& =m_{1} \cdot\left(\left[\mathrm{~J}_{0}\left(h_{1}\right)\left(m_{1}, m_{2}\right)+\mathrm{J}_{0}\left(h_{2}\right)\left(m_{1}, m_{2}\right)\right] \cdot q_{f}\left(m_{1}, m_{2}\right)\right. \\
& \left.\quad \quad+2+\max \left\{l h\left(h_{1}\right), \operatorname{lh}\left(h_{2}\right)\right\}+\operatorname{lh}(p)+\mathrm{J}_{0}(p)\left(m_{1}, m_{2}\right)\right)+\mathrm{J}_{0}(g)\left(m_{2}\right) \\
& \quad \mathrm{J}_{0}(f)\left(m_{1}, m_{2}\right) \\
& =\mathrm{J}_{f}\left(m_{1}, m_{2}\right) \cdot\left(1+m_{1} \cdot q_{p}\left(m_{1}, m_{2}\right)\right)
\end{aligned}
$$

Then the interpretation $\mathrm{J}(t)$ of terms $t \in T(B)$ which are not of the form $f\left(s_{1}, s_{2} ; t_{1}\right)$ is defined in the usual way. In the new case we define and observe

$$
\begin{aligned}
& \mathrm{J}\left(f\left(s_{1}, s_{2} ; t\right)\right) \\
&= \mathrm{J}_{f}\left(\left|\Phi\left(s_{1}\right)\right|,\left|\Phi\left(s_{2}\right)\right|\right) \cdot\left(\mathrm{J}\left(s_{1}\right)+\mathrm{J}\left(s_{2}\right)+|\Phi(t)|+1\right. \\
&\left.\quad+\left|\Phi\left(s_{1}\right)\right| \cdot q_{p}\left(\left|\Phi\left(s_{1}\right)\right|,\left|\Phi\left(s_{2}\right)\right|\right)\right)+\mathrm{J}(t)+1 \\
& \leq \mathrm{J}_{0}(f)\left(\left|\Phi\left(s_{1}\right)\right|,\left|\Phi\left(s_{2}\right)\right|\right) \cdot\left(\mathrm{J}\left(s_{1}\right)+\mathrm{J}\left(s_{2}\right)+|\Phi(t)|+1\right)+\mathrm{J}(t)+\operatorname{lh}(f)
\end{aligned}
$$

Therefore all observations from section 4 transfer to the new system, e.g. $\mathrm{J}(\underline{m})=$ $|m|+1$ and $\mathrm{J}(t) \geq l h(t)$. Also we see that $\mathrm{J}\left(f\left(\underline{m_{1}}, \underline{m_{2}} ; \underline{n}\right)\right)$ is bounded by a monotone polynomial in the lengths of the inputs $m_{1}, m_{2}, n$. Again it is easy to check that $\mathrm{J}(\psi(\ldots s \ldots))>\mathrm{J}(\psi(\ldots t \ldots))$ provided that $\mathrm{J}(s)>\mathrm{J}(t)$. So we only have to prove that $\mathrm{J}(s \sigma)>\mathrm{J}(t \sigma)$ for all $\langle s, t\rangle \in R_{B P S}$ and all ground substitutions $\sigma$. As the estimations in the proof of Lemma 4.4 carry over to the new interpretation we only have to consider the new case:

$$
f\left(S_{i}\left(; s_{1}\right), s_{2} ; \underline{n}\right) \rightarrow_{R_{B}^{\prime}} h_{i}\left(s_{1}, s_{2} ; \underline{n}, f\left(s_{1}, s_{2} ; p\left(s_{1}, s_{2} ; \underline{n}\right)\right)\right)
$$

for $i \in\{1,2\}$. Using $\mathrm{J}(\underline{n})=|\Phi(\underline{n})|+1$ for every numeral $\underline{n}$ we compute

$$
\begin{aligned}
& \mathrm{J}\left(h_{i}\left(s_{1}, s_{2} ; \underline{n}, f\left(s_{1}, s_{2} ; p\left(s_{1}, s_{2} ; \underline{n}\right)\right)\right)\right) \\
& \leq \mathrm{J}_{0}\left(h_{i}\right)\left(\left|\Phi\left(s_{1}\right)\right|,\left|\Phi\left(s_{2}\right)\right|\right) \cdot\left(\mathrm{J}\left(s_{1}\right)+\mathrm{J}\left(s_{2}\right)+q_{f}\left(\left|\Phi\left(s_{1}\right)\right|,\left|\Phi\left(s_{2}\right)\right|\right)\right. \\
& \left.\quad+q_{p}\left(\left|\Phi\left(s_{1}\right)\right|,\left|\Phi\left(s_{2}\right)\right|\right)+|\Phi(\underline{n})|+1\right)+\mathrm{J}(\underline{n})+\operatorname{lh}\left(h_{i}\right)
\end{aligned}
$$

$$
\begin{aligned}
& +\mathrm{J}_{f}\left(\left|\Phi\left(s_{1}\right)\right|,\left|\Phi\left(s_{2}\right)\right|\right) \cdot\left(\mathrm{J}\left(s_{1}\right)+\mathrm{J}\left(s_{2}\right)+q_{p}\left(\left|\Phi\left(s_{1}\right)\right|,\left|\Phi\left(s_{2}\right)\right|\right)+|\Phi(\underline{n})|+1\right. \\
& \left.\quad+\left|\Phi\left(s_{1}\right)\right| \cdot q_{p}\left(\left|\Phi\left(s_{1}\right)\right|,\left|\Phi\left(s_{2}\right)\right|\right)\right) \\
& +\mathrm{J}_{0}(p)\left(\left|\Phi\left(s_{1}\right)\right|,\left|\Phi\left(s_{2}\right)\right|\right) \cdot\left(\mathrm{J}\left(s_{1}\right)+\mathrm{J}\left(s_{2}\right)+|\Phi(\underline{n})|+1\right) \\
& \quad+\mathrm{J}(\underline{n})+\operatorname{lh}(p)+1 \\
\leq \quad & {\left[\mathrm{J}_{0}\left(h_{i}\right)\left(\left|\Phi\left(s_{1}\right)\right|,\left|\Phi\left(s_{2}\right)\right|\right) \cdot\left(1+q_{f}\left(\left|\Phi\left(s_{1}\right)\right|,\left|\Phi\left(s_{2}\right)\right|\right)\right)+1+\operatorname{lh}\left(h_{i}\right)+\operatorname{lh}(p)\right.} \\
& \left.\quad+\mathrm{J}_{0}(p)\left(\left|\Phi\left(s_{1}\right)\right|,\left|\Phi\left(s_{2}\right)\right|\right)+\mathrm{J}_{f}\left(\left|\Phi\left(s_{1}\right)\right|,\left|\Phi\left(s_{2}\right)\right|\right)\right] \\
& \cdot\left(\mathrm{J}\left(s_{1}\right)+\mathrm{J}\left(s_{2}\right)+|\Phi(\underline{n})|+1+\left(\left|\Phi\left(s_{1}\right)\right|+1\right) \cdot q_{p}\left(\left|\Phi\left(s_{1}\right)\right|,\left|\Phi\left(s_{2}\right)\right|\right)\right) \\
& +\mathrm{J}(\underline{n})+1 \\
< & \mathrm{J}\left(f\left(S_{i}\left(; s_{1}\right), s_{2} ; \underline{n}\right)\right)
\end{aligned}
$$

Corollary 5.4 Any reasonable $R_{B P S}\left(g, h_{1}, h_{2}, p\right)$-head reduction strategy yields an algorithm for $\Phi(f)$ which runs in polynomial time. Any reasonable $R_{B P S}\left(g, h_{1}, h_{2}, p\right)$-inside first reduction strategy yields an algorithm for $\Phi(f)$ which runs in polynomial time. (More generally, any reasonable $R_{B P S}\left(g, h_{1}, h_{2}, p\right)$ reduction strategy yields an algorithm for $\Phi(f)$ which runs in polynomial time.)

Proof. By folklore, there exists a polytime algorithm which, if possible, rewrites any ground term $s \in G(B)$ via an $R_{B P S}\left(g, h_{1}, h_{2}, p\right)$-head reduction step into its reduct. Consider any deterministic head reduction sequence $f\left(\underline{m_{1}}, \underline{m_{2}} ; \underline{n}\right)=$ $t_{1} \rightarrow_{R_{B}^{\prime}} \cdots \rightarrow_{R_{B}^{\prime}} t_{k}=\Phi(f)\left(m_{1}, m_{2} ; n\right)$. Then, by Theorem 5.3 and the remark in the proof of Theorem $5.3, k$ and the length of any $t_{i}$ for $i \in\{1, \ldots, k\}$ are bounded by a polynomial in the dyadic lengths of $m_{1}, m_{2}, n$. Putting things together, the assertion follows.

Possible extensions: The term rewriting approach based on derivation lengths classifications can easily be adapted for showing that predicative recursion is also closed - even with respect to derivation lengths - under simultaneous predicative recursion.

Using derivation lengths classifications of appropriate term graph rewriting systems or appropriate logic programs the authors were able to show that predicative recursion is closed - with respect to derivation or computation lengths under predicative course of values recursion and more generally under predicative descent recursion [2].

The distinction between normal and safe arguments can be used to define fragments of bounded predicative arithmetic which are related to the well-known fragments of bounded arithmetic $S_{2}^{i}$ and $T_{2}^{i}$ introduced in [5]. In [1] the first
author was recently able to seperate these predicative fragments by adapting methods of ordinal analysis for fragments of $P A$ [12].
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