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ABSTRACT
In the context of Industry 4.0, smart factories use advanced sensing and data analytic technologies
to understand and monitor the manufacturing processes. To enhance production efficiency and reli-
ability, statistical Artificial Intelligence (AI) technologies such as machine learning and data mining
are used to detect and predict potential anomalies within manufacturing processes. However, due to
the heterogeneous nature of industrial data, sometimes the knowledge extracted from industrial data
is presented in a complex structure. This brings the semantic gap issue which stands for the lack
of interoperability among different manufacturing systems. Furthermore, as the Cyber-Physical Sys-
tems (CPS) are becoming more knowledge-intensive, uniform knowledge representation of physical
resources and real-time reasoning capabilities for analytic tasks are needed to automate the decision-
making processes for these systems. These requirements highlight the potential of using symbolic AI
for predictive maintenance.

To automate and facilitate predictive analytics in Industry 4.0, in this paper, we present a novel
Knowledge-based System for Predictive Maintenance in Industry 4.0 (KSPMI). KSPMI is developed
based on a novel hybrid approach that leverages both statistical and symbolic AI technologies. The
hybrid approach involves using statistical AI technologies such as machine learning and chronicle
mining (a special type of sequential pattern mining approach) to extract machine degradation models
from industrial data. On the other hand, symbolic AI technologies, especially domain ontologies and
logic rules, will use the extracted chronicle patterns to query and reason on system input data with
rich domain and contextual knowledge. This hybrid approach uses Semantic Web Rule Language
(SWRL) rules generated from chronicle patterns together with domain ontologies to perform ontology
reasoning, which enables the automatic detection of machinery anomalies and the prediction of future
events’ occurrence. KSPMI is evaluated and tested on both real-world and synthetic data sets.

1. Introduction
In today’s manufacturing, increasing global competition,

fast technology evolution and customers’ perceptions of prod-
uct quality have triggered the demand for future strategi-
cal plans and advanced manufacturing techniques. To meet
these challenges, traditional manufacturing companies are
leveraging smart and digital technologies to achieve higher
productivity and increased automation. This leads to a new
industrial stage where vertical and horizontal manufactur-
ing process integration and product connectivity are help-
ing companies to achieve higher industrial performance [19].
This digitalisation and automation process is called Industry
4.0. Industry 4.0 is considered as a new industrial age where
several emerging technologies are converged to provide dig-
ital solutions [25]. Benefiting from the rapid advance in data
analytics and networking technologies, traditional manufac-
turing companies are transforming into the so-called Smart
Factories, where production systems are autonomously con-
trolled by computer programs.

With the development of internet technologies, smart fac-
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tories are benefiting from ubiquitous connectivity and seam-
less data exchange amongmanufacturing systems. This trend
is a key enabler for Industry 4.0, where manufacturing enti-
ties are equipped with smart technologies such as Artificial
Intelligence (AI), Internet of Things (IoT), Cyber-Physical
Systems (CPS), andCloudComputing. These advanced tech-
nologies are integrated to ensure more reliable, increased au-
tomation, and self-monitoring manufacturing systems.

In industry, a predictive maintenance task relies on the
monitoring of a measurable system diagnostic parameter, w-
hich identifies the state of a system [1, 3, 29]. Based on the
current status of a system, early signs of machine anomalies
(e.g. machine faults or failures) could be detected. Machine
anomalies may be harmful to machine operation thus lead-
ing to the breakdown of manufacturing systems. The aim
of predictive maintenance is to act before faults or failures
happen, in order to ensure the smooth operation of produc-
tion lines. Once possible machine anomalies are detected
or predicted, diagnostic tasks will be activated to discover
the root cause of anomalies. In this way, maintenance ac-
tions such as the intervention of machine operators can be
proposed to avoid the breakdown of production lines. Pre-
dictive maintenance aims to improve reliability, availability,
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and efficiency of manufacturing systems. In the manufac-
turing industry, data used for predictive analytics are often
heterogeneous and big in volume [53].

Within manufacturing processes, big industrial data is
collected from sensors installed on machines as well as man-
ufacturing environments. To process the collected big data,
statistical AI technologies are used to extract valuable in-
formation from heterogeneous data sources (e.g. product
data, operational data, environment data). These technolo-
gies aim to achieve in-depth understanding and gain insight
from data for accurate and timely decision making [26, 65].
The strong computational capability of statistical AI tech-
nologies is significantly improving the efficiency and accu-
racy of decision making. This enables manufacturing sys-
tems to be self-aware and self-maintained. This allows the
systems to capture dynamic aspects of manufacturing envi-
ronments and to be maintained automatically during system
operation.

However, due to the heterogeneous nature of industrial
data, sometimes the knowledge extracted from industrial data
is presented in a complex structure. The data is often not
machine-understandable, and are stored in data silos that are
often not interconnected yet contain data that are semanti-
cally related. This brings the problem of semantic interop-
erability, which stands for the inability of different systems
to exchange information with unambiguous meaning of data
[45]. Therefore formal knowledge representation methods
are required to facilitate the understanding and exploitation
of the knowledge. Also, the task and context-specific nature
of statistical AI methods have limited their reusability and
implementation in knowledge-intensivemanufacturing envi-
ronments. This hampers the data-driven models to be reused
under different contexts for automatic decision making. Fur-
thermore, as the manufacturing domain is becoming more
knowledge-intensive, uniform knowledge representation of
physical resources and real-time reasoning capabilities for
analytic tasks are needed to automate the decision-making
processes for these systems. These limitations have high-
lighted the potential of using symbolic AI technologies such
as domain ontologies and rule-based systems for predictive
maintenance.

To automate and facilitate predictive maintenance tasks,
in this paper, we present a novel Knowledge-based System
for Predictive Maintenance in Industry 4.0, named KSPMI.
KSPMI is developed based on a novel hybrid approach that
leverages both statistical and symbolic AI technologies. The
execution of the software starts from the chronicle mining
(a special type of sequential pattern mining approach) pro-
cess on industrial data sets, after which machine degradation
models are extracted from the data indicating the time of oc-
currence of future machinery failures. After that, symbolic
AI technologies, especially domain ontologies and Semantic
Web Rule Language (SWRL) rule-based reasoning, use the
extracted chronicle patterns to query and reason on system
input data with rich domain and contextual knowledge. In
this way, KSPMI enables the detection of future machinery
failures as well as the prediction of their time of occurrence.

The prediction of failures is associatedwith a pair of numeric
values, which give the upper and lower numeric bounds of
their time of occurrence. To improve the performance of
failure prediction, KSPMI implements a rule pruning pro-
cess for selecting a subset of best-quality SWRL rules for
ontology reasoning. The rule pruning process is followed
by an expert rule integration process, which enables the rule
base to improve its quality progressively. During the integra-
tion process, KSPMI is programmed able to detect and avoid
potential rule quality issues such as rule conflict, subsump-
tion, and redundancy. The performance of KSPMI is eval-
uated and tested on both real-world and synthetic data sets.
To the best of our knowledge, KSPMI is the first software
that combines chronicle mining and ontology reasoning for
Industry 4.0 predictive maintenance.

The remainder of this paper is structured as follows. Sec-
tion 2 gives a comprehensive literature review on the ex-
isting approaches for Industry 4.0 predictive maintenance.
Section 3 introduces the theoretical foundations of this pa-
per. Within this section, formal definitions of relevant con-
cepts and notions are given. Section 4 demonstrates the pro-
posed novel hybrid approach that leverages both statistical
and symbolic AI technologies for predictive maintenance.
The proposed approach gives the foundation for the develop-
ment work of KSPMI. Section 5 shows the implementation
of KSPMI on two types of data sets. The first experimenta-
tion is performed on a real-world data set collected from a
semi-conductor manufacturing process. The second exper-
imentation is conducted on synthetic data sets. Section 6
concludes the paper and gives future perspectives.

2. Related work
Over the last decades, a great number of research ef-

forts have been proposed to automate and facilitate smart
manufacturing in Industry 4.0. For an Industry 4.0 predic-
tive maintenance task, appropriate method selection is vi-
tal to manufactures. Among these research works, AI-based
approaches have shown promising performance in anomaly
prediction and classification. In this subsection, we cate-
gorise the existing AI-based smart manufacturing and pre-
dictive maintenance approaches into four groups: i) data-
driven approaches; ii) physical model-based approaches; iii)
knowledge-based approaches; iv) hybrid model-based ap-
proaches. Fig. 1 gives our categorisation results. As KSPMI
is developed based on both knowledge-based and data-driven
methods, the literature review focuses mainly on these two
types of technologies. Following the hierarchy presented in
Fig. 1, we describe the state of the art approaches for Indus-
try 4.0 predictive maintenance in the following subsections.
2.1. Data-driven approaches

Recently, data-driven approaches have become a notable
solution for smartmanufacturing and predictivemaintenance.
Together usedwith industrial wireless sensor networks (IWSNs),
CPS, and IoT technologies, big industrial data is collected
and processed in an intelligent manner to facilitate decision
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Figure 1: Classification of the common predictive maintenance approaches.

making. Because of the exponential growth of data vol-
ume and the rapid development of data acquisition technolo-
gies, data-driven methods have attracted wide attention re-
garding the predictive maintenance of industrial equipment
[64, 2]. We further classify data-driven approaches into ma-
chine learning and deep learning methods.

Machine learning is known as the core technique in AI.
Following the exponential increase of data generated within
manufacturing processes, a great number of machine learn-
ing algorithm have been developed to solve real-world prob-
lems. These high-performance algorithms have significantly
contributed to the digitalisation and automation of the man-
ufacturing industry. The first set of algorithms are logistic
regression (LR) [51, 38]. LR is a classification method with
the lowest algorithm complexity. It is a supervised learning
algorithm that applies to labelled data. Thus, when a large
number of labelled features can be acquired, andmodel com-
plexity is a crucial concern, LR can be considered to solve
the problem [64].

The second set of machine learning algorithms are based
on support vector machine (SVM) models. Normally, SVM
models are used for binary classification. These type ofmod-
els could achieve high classification accuracy for both linear
and nonlinear problems [59]. Furthermore, a wide range of
optimised algorithms is available in the literature to improve
the computation performance of SVM [16]. To solve multi-
class tasks, SVMmodels map low dimension features to hy-
perplanes for describing a diverse range of machinery faults
and failures.

The third set of machine learning algorithms are decision
tree (DT) and random forest (RF). DT models treat a com-
plex decision making process by decomposing it into a set of
simpler decisions. This decomposition process is done by
recursively partitioning the covariate space into subspaces

[64]. In this way, DT models facilitate the interpretation of
classification results. RF is another tree-based classification
method that consists of multiple DT classifiers. Within a
RF classifier, each DT classifier is generated using a ran-
dom vector sampled independently from the input vector,
and each tree casts a unit vote for the most popular class
to classify an input vector [49]. The main advantage of RF
models is their ability to handle high dimensional data with-
out feature selection. Because of the independent nature of
the trained trees, the training speed is usually fast thus facil-
itating the implementation of RF models.

The traditional machine learning algorithms suffer from
the lack of expressiveness and defect of dimensionality [28].
To solve this problem, deep learning techniques have been
developed to extract structured information from data sets
using layered machine learning algorithms. Over the last
decades, the manufacturing industry has benefited from the
dramatic advance and growth of deep learningmethods. These
deep learning approaches have significantly improved the
productivity, efficiency, and reliability ofmanufacturing sys-
tems. In this subsection, we introduce the most classic and
widely-used deep learning models: artificial neural network
(ANN) and deep neural network (DNN).

ANN models are originally inspired by the biological
neural networks that constitute animal brains. An ANN is
essentially a computing system that consists of a large num-
ber of connected units or nodes. These nodes simple proces-
sors that are linked with many interconnections. Unlike the
knowledge-based systems where a set of rules are prescribed
by human experts or by machine documents, an ANN is able
to learn underlying rules from a given collection of represen-
tative examples [64]. Because of this merit, ANN is exten-
sively applied to deal with nonlinear and random data. This
technique is suitable for large scale and complex systems.
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DNN refers to a neural network with many hidden lay-
ers, and all the layers are connected to each other. When
the number of units within each layer and the number of
layers is significantly increased, DNN can better represent
complex functions that classic ANN [41]. When enough la-
belled training data is given, DNN can help humans to es-
tablish mapping functions to ease operation. Compared to
traditional data-driven methods, DNN is able to extract and
represent interesting features in a more intelligent way. This
characteristic of DNN has made it exceptionally useful in
minimising defects in manual design features [35].
2.2. Physical model-based approaches

Physical models (also known as physics of failure or be-
havioural models) quantitatively characterise the behaviour
of a failure mode using physical laws (e.g. from first princi-
ples) [57]. Normally, this type of models uses a mathemat-
ical representation of the physical behaviour of a machine
degradation process to compute the Remaining Useful Life
(RUL) of machinery. The mathematical representation re-
flects how themonitored system responds to stress from both
macroscopic and microscopic levels. To obtain an accurate
description of the system, it is of vital importance to identify
one or several system diagnostic parameters that are specific
to the predictive maintenance task. Compared to other types
of models, physical models provide the most accurate and
precise estimation of the RUL [57].

However, physical models require the behaviour of a sys-
tem to be derivable from first principles. This may bring
obstacles to its implementation when the understanding of
failure mechanisms can only be partially obtained. Hence,
physical model-based approaches are more likely to be used
in isolated cases where failure/faults mechanisms are well
understood and predictive maintenance systems are well de-
veloped.
2.3. Knowledge-based approaches

A knowledge-based system maintains a knowledge base
that stores the symbols of a computational model in the form
of statements about the domain and performs reasoning by
manipulating these symbols [30]. This type of systems mea-
sure the similarity between a new observation and a databank
of previously described situations and deduce appropriate
decisions [57]. Knowledge-based approaches can be further
classified into knowledge graphs and ontologies, rule-based
systems, and fuzzy systems.

The term knowledge graph is often used as a synonym
for ontology [23]. The concept of ontology originated in phi-
losophy. It studies concepts that directly relate to being, in
particular becoming, existence, reality, as well as the basic
categories of being and their relations [58]. In computer sci-
ence, an ontology is considered as “an explicit specification
of a conceptualization for a domain of interest [32].” Within
this definition, specification refers to an act of describing or
identifying something precisely. This requires the concepts
and relationships in ontologies to be clearly defined by using
formal logic. Conceptualisation stands for an intentional se-
mantic structure that encodes implicit knowledge constrain-

ing the structure of a piece of a domain [7, 14]. Normally, the
conceptualisationwithin an ontology is formalised by a logic
theory that is written in a certain language. Also, ontologies
provide reasoning capabilities by which new knowledge can
be inferred.

To facilitate predictive maintenance, an ontology called
OntoProg is described in [46]. OntoProg is a generic on-
tology that incorporates international standards for rigorous
conceptualisation. This ontology is designed for Prognostics
Health Management (PHM) mechanical items of manufac-
turing systems. The main goal is for predicting the Remain-
ingUseful Life (RUL) ofmechanical components. To enable
timely interventions of maintenance, SPARQL queries [50]
are used to retrieve the stored knowledge about real-world
activities. In [11], a domain ontology for smart condition
monitoring is introduced. This ontology formalises domain
knowledge relevant to condition monitoring for manufac-
turing processes. It is developed into three ontology mod-
ules: the Manufacturing Module, the Context Module, and
the Condition Monitoring Module. The effectiveness and
usability of the ontology are tested on a conditional main-
tenance task of bearings in rotating machinery. The domain
ontology is further extended in the literature [12], where a
domain ontology named Manufacturing Predictive Mainte-
nanceOntology (MPMO) is developed. In their work,MPMO
is used together with sequential pattern mining techniques
to enable anomaly detection and prediction on production
lines. The proposed ontology is tested on a real-world data
set collected from a semi-conductor manufacturing process.

Rule-based systems are another type of knowledge-based
approach that has been widely used in Industry 4.0. Nor-
mally, this type of systems encodes problem-solving knowl-
edge of domain experts in terms of a set of situation-action
(IF-THEN) rules [34]. In the literature, rule-based systems
have been used for intelligent product design [62, 61, 60]. To
facilitate the use of the knowledge sources scattered within
different engineering domains, rule-based reasoning are used
together with domain ontologies to enable intelligent retrieval
of abstract solutions for product design. These rule-based
systems also allow users to eliminate technical contradic-
tions using inventive principles. Rule-based systems are also
used for diagnostic tasks in railway systems [37, 24]. In
[37], a rule-based diagnostic system is deployed in railway
systems as well as power-generating turbines at Siemens.
In their work, Semantic Diagnostic Rule Language (SDRL)
rules are used to process signals from sensors installed in
equipment by filtering, aggregating, and combining sequences
of time-stampedmeasurements recorded by the sensors [37].
As another relevant work, a rule-based approach is proposed
to predict impending failures and alarms of critical rail car
components [40]. To derive useful and interesting rules for
anomaly prediction, the authors use machine learning tech-
niques to learn rules from historical sensor measurements
automatically. This approach has been proved able to drive
proactive inspections and repairs, reducing operational equip-
ment failures [40].

Fuzzy systems are often used when a real-world situation
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requires flexible decision making. In classic predicate logic
that is used by classic knowledge-based systems, a statement
is either true or false. Thus a data entity can only belong to
one set and excluded from the remaining sets. However, it is
not always feasible to follow this principle when real-world
situations involve “vague” knowledge for decision making
[57]. To overcome this challenge, fuzzy set theory [66] is
used to enable the partition of data based on a variable’s “de-
gree of truth”. In this way, traditional IF-THEN rules are
fuzzified to fuzzy rules. The obtained fuzzy rules use mem-
bership functions to define how input data is mapped to par-
ticular fuzzy variables. Typical use cases of fuzzy systems
include anomaly detection [20], failure classification [13],
fault diagnosis [17], and supply chain management [10].
2.4. Hybrid model-based approaches

Ahybridmodel-based approach is a combination of physics-
based and data-driven prognostics approaches that attempts
to leverage the strengths from both categories [36]. In the
literature, a hybrid model-based predictive maintenance task
can be classified into series and parallel approaches.

For a series approach, a physical model is first used to
establish prior knowledge about the monitored manufactur-
ing process. On the other hand, data-driven methods behave
like a state estimator to capture unmeasured process param-
eters. Within this process, data-driven methods serve as an
online parameter estimation technique to continuously up-
date model parameters when new data is available [36].

A parallel approach takes advantage of the strong com-
putational capability of data-driven models to predict resid-
uals that are not explained by first principle models [43].
Most of the literature work uses a fusion process to inte-
grate the outputs of physical model-based and data-driven
approaches.

Hybrid approaches have been used in the literature for
predictive maintenance. In [63], a digital twin-driven hybrid
approach is proposed to predict the performance degradation
in CNC machine tools. However, this approach only applies
data-drivenmethods for predict degradation, which lacks the
incorporation of domain knowledge about system’s failure
mechanism (e.g. friction, tear, wear and crack growth). In
[39], a semantic-enriched information model is developed to
assess the state of shop floor by semantic reasoning. How-
ever, in the semantic information model, there lacks a mech-
anism for evaluating the quality of rules. In [42], a hybrid
predictive maintenance approach is introduced. In their ap-
proach, model-based and digital twin data-driven methods
are jointly used. Nevertheless, the hybrid approach does not
involve a knowledge module which captures domain knowl-
edge coming from experts, machine documents, and inter-
national standards. In [22], a hybrid intelligent model is de-
veloped to facilitate degradation process prediction of rota-
tional machinery. In the model, only a selective neural net-
work ensemble model is used. Since the neural network
works as a black box and lacks semantic interoperability,
a uniform knowledge representation framework is needed.
For our KSPMI system, we aim to address the aforemen-

tioned challenges and limitations by combining data-driven
and knowledge-driven approaches.

3. Theoretical foundations
In this section, we introduce the theoretical foundations

and basic notions that are necessary for describing the func-
tionalities of KSPMI. We start with the concepts relevant
to chronicle mining. The goal of chronicle mining is to ex-
tract frequent sequential patterns to predict machinery fail-
ures and their time of occurrence.
3.1. Chronicle mining

Chronicle mining is a special type of sequential pattern
mining approach that can derive the order and temporal in-
formation of events. The aim of this mining process is to
extract sequential patterns that contain rich temporal infor-
mation from data. We first give the foundations of chronicle
mining. The following definitions and notions are aligned
to [18, 55]. Let ℝ denote the set of real numbers.
Definition 1 (Event). Let E be a set of event types, and T ⊆
ℝ a time domain. E is assumed to be totally ordered, which
is denoted by ≤E. An event is a pair (e, t) where e ∈ E is the
type of the event and t ∈ T its time.

A set of events may appear together in a certain order to
form a sequence.
Definition 2 (Sequence). A sequence is a pair
⟨SID, ⟨(e1, t1), (e2, t2),… , (en, tn)⟩⟩ where SID is the index
of the sequence, and ⟨(e1, t1), (e2, t2),… , (en, tn)⟩ a finite se-
quence of events, such that for all i, j ∈ [1, n] with i < j,
ti < tj or (ti = tj ∧ ei <E ej).

As mentioned before, a sequence may contain a set of
events that appear in a certain order. When these events
are time-stamped, it allows us to calculate the quantitative
time intervals among different events. The computation of
these quantitative time intervals is of paramount importance
for predicting the time of occurrence of future failures. The
time intervals together with their quantitative temporal val-
ues form the definition of temporal constraints.
Definition 3 (Temporal constraint). A temporal constraint
is a quadruplet (e1, e2, t−, t+), denoted as e1[t−, t+]e2, such
that e1, e2 ∈ E, e1 ≤E e2 and t−, t+ ∈ T , t− ≤ t+. A cou-
ple of events (e, t) and (e′, t′) satisfies a temporal constraint
e1[t−, t+]e2 iff e = e1, e′ = e2, and t′ − t ∈ [t−, t+].

Within this definition, t− and t+ are two reals that stand
for lower and upper boundaries of the associated time in-
terval. Observe that [t−, t+] = [−∞,∞] is allowed, which is
equivalent to no temporal constraint on the associated events.
We also define that e1[a, b]e2 ⊆ e′1[a

′, b′]e′2 iff [a, b] ⊆ [a′, b′],
e1 = e′1, and e2 = e′2.After introducing the definitions of events and temporal
constraints within a data sequence, the concept of chronicle
is given.
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Definition 4 (Chronicle). A chronicle is a pair  = ( ,  )
such that:

1.  = ⟨e1,… , en⟩, where ei ∈ E and ei ≤E ei+1, for all
i;

2.  = ⟨tij⟩1≤i<j≤n is a sequence of temporal constraints
on  such that for all pairs (i, j) satisfying i < j, tij is
denoting a temporal constraint of the form ei[t−ij , t

+
ij]ej .

 is called the episode of .
Within a chronicle mining process, chronicle support is

an importantmeasure indicating the frequency of an extracted
chronicle. We formalise the definition of chronicle support
by the following definition [54].
Definition 5 (Chronicle support). An occurrence of a chron-
icle  in a sequence S is a subsequence of S that satisfies
all temporal constraints in . The support of a chronicle 
in a set SD of sequences is the number of sequences in SD
in which  occurs.

To illustrate these aforementioned definitions, we give
an example of a chronicle. Assume we have a data sequence
shown in Fig. 2. Within this data sequence, A,B, C are dif-
ferent types of events. Integers stand for the timestamps
of these events. Temporal constraints are quadruplets that
associated with events. In this example, the time interval
between event A and C has lower bound of 3 and upper
bound of 8. Hence, the temporal constraint is represented
as A[3, 8]C .

Figure 2: Example of a data sequence.

After applying the chroniclemining approach on this data
sequence, the generation of temporal constraints is enabled.
As a result, these events are represented as a graphical way,
as shown in the lower part of Fig. 3. In the figure, events are
represented by the circle-shaped nodes, and temporal con-
straints are displayed as the edges among these three events.
The values associated to each edge are quantitative numer-
ical boundaries of temporal constraints. For each temporal
constraint, a lower and upper numerical boundary are ex-
tracted.

Within a predictive maintenance task, to enable the de-
tection of machine anomalies, a special type of chronicles
needs to be introduced. Within this type of chronicles, the
last event stands for a machinery failure, e.g. event C in
Fig. 3. In this context, event A and B are normal events
that lead to a machinery failure. Based on this description,
we introduce the concept of failure chronicle.

Figure 3: Example of a chronicle.

Definition 6 (Failure chronicle). LetF = ( ,  ) be a chron-
icle. We say that F is a failure chronicle iff the last event in
its episode is the failure event, that is, for  = ⟨e1,… , en⟩,
en is the failure event.

For KSPMI, the output of the chronicle mining process
is a set of frequent failure chronicles. These frequent fail-
ure chronicles contain information about the normal and ab-
normal events (failures) that are useful for predicting future
events’ occurrence.
3.2. Ontologies and SWRL rules

AsKSPMI is a knowledge-based predictive maintenance
system, it maintains a knowledge base that incorporates do-
main knowledge to operate. Normally, the domain knowl-
edge is structured and represented by formal conceptualmod-
els, such as ontologies [31]. In computer science, an ontol-
ogy is considered as “an explicit specification of a concep-
tualization for a domain of interest” [32]. According to [8],
the formal definition of an ontology is given as follows:
Definition 7 (Ontology). An ontology is a quadruplet O =
⟨C, P , Sub, Applic⟩, where:

• C is the set of classes used to describe the concepts of
a domain of interest.

• P is the set of properties used to describe the individ-
uals of the classes in C .

• Sub is the subsumption relation function defined as
Sub∶ C → 2C , where 2C denotes the power set of C .
For a class c in C , Sub(c) is the set of c’s directly sub-
sumed classes. Class c1 subsumes class c2 iff
∀x ∈ c2, x ∈ c1.

• Applic is a function defined asApplic∶ C → 2P . This
function associates each ontology class to those prop-
erties (object properties and data properties) that are
applicable to each instance of this class.

Apart from domain ontologies, KSPMI also uses SWRL
rules to perform ontology reasoning. SWRL is an expres-
sive OWL-based rule language that combines OWL DL and
OWLLitewithUnary/BinaryDatalogRuleML sublanguages
[27]. SWRL rule-based reasoning can increase the amount
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of knowledge encoded within an ontology. Amendable to
World Wide Web Consortium (W3C) standards, SWRL is
considered as the standard rule language of the Semantic
Web [48]. Normally, SWRL rules are horn like IF-THEN-
based logic statements expressed in terms of OWL concepts
and reason on OWL individuals. For example, one rule that
reasons on hasParent and hasBrother properties to imply ha-
sUncle property can be written as

ℎasParent(?x1, ?x2) ∧ ℎasBrotℎer(?x2, ?x3)
→ ℎasUncle(?x1, ?x3),

where ?x1, ?x2, ?x3 are named OWL classes.
In this work, the prediction ofmachine failures is enabled

by combining domain ontologies and SWRL rules for ontol-
ogy reasoning. The used SWRL rules are generated from the
frequent failure chronicles that are obtained from the chron-
icle mining process. We name them as chronicle rules and
propose the formal definition of it:
Definition 8 (Chronicle rule). A chronicle rule is an impli-
cation R ∶ EC ∧ TEC → TF such that:

• EC = ⟨ec1, ..., ecn⟩ is a sequence of non-failure events,
where n = |EC|. The events in EC are ordered ac-
cording to ≤EC , that is, eci ≤EC eci+1 for all i.

• TEC = ⟨tij⟩1≤i<j≤n is a sequence of temporal con-
straints on EC . For all pairs (i, j) satisfying i < j, tij
denotes a temporal constraint of the form eci[t−ij , t

+
ij]ecj .

• Let k = n+1. TF = ⟨tik⟩1≤i<k is a sequence of tempo-
ral constraints between the non-failure eventsEC and
a failure event F For all i satisfying i < k, tik denotes
a temporal constraint of the form eci[t−ik, t

+
ik]F .

During the prediction process, to improve the performance
of the system, we enable the system to prune a chronicle rule
base for selecting a subset of best-quality rules. In Section 4,
we introduce the two quality measures for rule pruning. Fur-
thermore, KSPMI is programmed with capability to detect
rule quality issues such as conflict, subsumption, and redun-
dancy. In Section 3.3, we give formal definitions to these
three rule quality issues.
3.3. Rule quality issues

As chronicles rules are extracted from industrial data sets,
the quality of these rules is highly dependant on the quality
of data sets. Since the data sets are collected from a certain
period of machine operation, they may not cover all real-
world conditions. As a result, it is almost inevitable that the
extracted chronicle rules may fail to predict failures that ac-
tually will happen. When faced with this situation, normally
an intervention of domain experts is required to examine the
current situation and propose appropriate decision. During
the intervention process, a (human) experience is identified,
adapted and improved for better system performance. In this
work, we enable KSPMI to capitalise the experience of do-
main experts in the form of expert rules. The expert rules

have a similar format with chronicle rules and able to pre-
dict failure occurrence when chronicle rules fail to propose
an appropriate decision. In this way, the expert rules will
complement the mined chronicle rule base. For future pre-
diction, the expert rules will be integrated into the chronicle
rule base and launched together to achieve better prediction
performance.

For KSPMI, the expert rules are kept as a separate rule
base against the mined chronicle rule base. Nevertheless,
when expert rules are integrated into the mined chronicle
rule base, a set of rule quality issues such as rule redun-
dancy, conflict and subsumption may occur. Rule quality
issues may cause logic inconsistency, thus reducing the reli-
ability and performance of the rule-based reasoning process.
To avoid possible rule quality issues and obtain a valid rule
base, we propose a rule base verification step to examine po-
tential issues during the integration process.

To address the above challenges, KSPMI implements a
rule base integration module where the integrated rule base
is verified and refined. During this process, Redundancy,
Conflict, and Subsumption are considered as three important
rule quality issues. Following Definition 8, the definition of
rule Redundancy, Conflict, and Subsumption are formalised
as follows [15]:
Definition 9 (Chronicle rule redundancy). Two chronicle
rules R∶ EC ∧ TEC → TF and R′ ∶ EC ′ ∧ TEC ′ → TF ′

are redundant iff the two rules have the same sets of events,
and the events have the same temporal constraints:

ChroRedundancy(R,R′) ⟺
(EC = EC ′) ∧ (TEC = TEC ′) ∧ (TF = TF ′) .

(1)

Definition 10 (Chronicle rule conflict). Two chronicle rules
R∶ EC ∧ TEC → TF and R′ ∶ EC ′ ∧ TEC ′ → TF ′

have a conflict iff the two rules have the same sets of non-
failure events and the same temporal constraints for these
non-failure events, but conflicting temporal constraints of a
failure:

ChroConf lict(R,R′) ⟺
(EC = EC ′) ∧ (TEC = TEC ′) ∧ (TF ≠ TF ′) .

(2)

Definition 11 (Chronicle rule subsumption). A chronicle rule
R∶ EC ∧ TEC → TF subsumes another chronicle rule
R′ ∶ EC ′ ∧ TEC ′ → TF ′ iff they have the same temporal
constraints of a failure, but rule R contains additional re-
strictions on the set of non-failure events or on the temporal
constraints of these non-failure events:

ChroSubsums(R,R′) ⟺
(TF = TF ′) ∧ ((EC ′ ∧ TEC ′) ⊧ (EC ∧ TEC)) .

(3)

These definitions are used to detect issues with regard
to rule base verification. When different rule bases are inte-
grated, the aforementioned three rule quality issues are ex-
amined to refine the integrated rule base.
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Figure 4: An overview of the proposed approach.

4. Proposed approach
This section gives the core approach based on which the

KSPMI software is developed and programmed. As a hy-
brid predictive maintenance method that combines chronicle
mining and semantic technologies, the proposed approach
consists of two main phases. These two phases are further
divided into four main processes: i) the frequent chronicle
mining process; ii) the SWRL rule generation and pruning
process; iii) the expert rule integration process; and iv) the
failure detection and prediction process. Fig. 4 gives an overview
of our approach. We describe these four processes as well as
their main steps:

1. The frequent chronicle mining process. Chronicles
are a type of sequential patterns that incorporates rich
temporal information of different events for decision
making. As introduced in Section 3.1, chronicles are
essentially event-time pairs that are represented in a
graph format where vertices are events and edges are
labelled with intervals representing the time between
the two linked events [56]. Frequent chronicle mining
is a special type of sequential pattern mining approach
that extracts all frequent chronicles from data. The ex-
tracted chronicles contain information about the events’
occurrence order as well as their time of occurrence.
In this paper, we use the Clasp-CPM algorithm intro-
duced in [55] to extract a set of frequent failure chron-
icles from industrial data.

2. The SWRL rule generation and pruning process. Within
this step, a set of SWRL predictive rules are generated
from the extracted frequent failure chronicles. These
rules are IF-THEN-based logic statements that enable
rule-based reasoning. To enable rule generation, we
use the SWRL rule generation algorithm that was de-
veloped in our previous work [12]. The SWRL rule

generation algorithm allows automatic transformation
of the extracted chronicles into a set of SWRL pre-
dictive rules. The pseudo codes of this algorithm is
shown in Algorithm 1. The algorithm first extracts
different types of events from a failure chronicle, and
then discover the order of these events as well as their
temporal constraints. At last, a rule is generated as
an implication between the antecedent and the con-
sequent. After rule generation, a rule pruning pro-
cess is evoked to remove low-quality rules. The rule
pruning process is enabled by a multi-objective op-
timisation process that applied to rule accuracy and
coverage measures. The definition of rule accuracy
and coverage can be found in [15]. Rule accuracy and
coveragemeasures are computed based on the analysis
of the relationship between a decision rule R and tar-
get class F . The relationship is represented by a 2 × 2
contingency table which contains a cross-tabulation of
categories of data and the frequency data appearance
for cross-classification [6]. The contingency table is
shown in Table. 1. In Table 1, naf denotes the number
of training examples for which both the antecedent and
the consequent of the rule are true. naf̄ denotes the
number of training examples for which the antecedent
of the rule is true, and the consequent of the rule is
not true. On the other hand, nāf denotes the number
of training examples for which the antecedent is not
true, and the consequent of the rule is true. nāf̄ de-
notes the number of training examples for which nei-
ther the antecedent and the consequent of the rule is
true. na, nā, nf , nf̄ are marginal totals, and N is the
total number of training examples.
Based on the information provided by the contingency
table, accuracy and coverage can be derived. Among
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Table 1
The contingency table for computing rule quality mea-
sures.

F is true F is not true

A is true naf naf̄ na
A is not true nāf nāf̄ nā

nf nf̄ N

them, the rule accuracy is defined as

Accuracy(R) = naf∕na, (4)
and rule coverage is defined as

Coverage(R) = naf∕nf . (5)
Thismulti-objective optimisation step uses the fast non-
dominated sorting algorithm introduced in [47] to se-
lect a subset of best quality rules based on the two
qualitymeasures. The best quality rules have the high-
est accuracy and coverage measures among the whole
rule base thus are sorted within the first Pareto Front.
After rule pruning, the best-quality rules construct a
new chronicle rule base.

3. The expert rule integration process. Within this pro-
cess, the experience of domain experts is capitalised
in the form of expert rules. We aim to complement
the chronicle rule base (rules generated from the pre-
vious step) with a set of expert rules. By this, we ad-
dress the incompleteness issue of the chronicle rule
base. During this integration step, a set of rule qual-
ity issues such as redundancy, conflict, and subsump-
tion are examined when heterogeneous rules are com-
bined to achieve a satisfactory level of reasoning per-
formance. During the rule integration process, the au-
tomatic detection of rule quality measures is enabled
by a novel algorithm. This novel algorithm is adapted
from our previous research [15]. The pseudo codes
of it is shown in Algorithm 2. Within this algorithm,
three functions extract different sets of atoms from an
expert rule. After that, three steps are proposed to de-
tect rule redundancy, subsumption, and conflict issues
among the expert rule and the whole chronicle rule
base. As a result, a refined rule based is obtained after
integrating expert rules with the chronicle rule base.

4. The failure detection and prediction process. The de-
tection and prediction ofmachine anomalies are achieved
by ontology reasoning. KSPMI uses the Manufactur-
ing Predictive Maintenance Ontology (MPMO) as the
domain ontology together with generated SWRL rules
to perform reasoning. The formalism and description
of MPMO can be found in our recently published pa-
per [12]. As a result, the occurrence of machinery fail-
ures is detected. Also, the temporal information of the
failures is predicted. By this, KSPMI is able to detect

and predict possible machinery failures that may hap-
pen in the future.

Algorithm 1 Algorithm to transform a chronicle into a pre-
dictive SWRL rule [12].
Require: F = ( ,  ): A failure chronicle model within

which the last event type is a failure event,  its episode,
and  its temporal contraints.

Ensure: R: a predictive SWRL rule
1: EL ← LastNonfailureEvent(F )
2: ⊳ Extract the last non-failure events before the failure

within a chronicle.
3: R ← ∅, A ← ∅, C ← ∅
4: for each ei[t−ij , t

+
ij]ej ∈  do

5: pe ← PrecedingEvent(ei[t−ij , t
+
ij]ej)

6: ⊳ Extract the preceding event of this time interval.
7: se ← SubsequentEvent(ei[t−ij , t

+
ij]ej)

8: ⊳ Extract the subsequent event of this interval.
9: Atoma ← [t−ij , t

+
ij] ∧ pe ∧ se

10: A ← Atoma ∧ A
11: end for each
12: for each el ∈ EL do
13: ftc ← FailureTimeConstraint(el,F )
14: ⊳ Extract the time constraint between the last event

before the failure and the failure event.
15: Atomc ← el ∧ ftc
16: C ← Atomc ∧ C
17: end for each
18: R ← (A → C)
19: ⊳ A rule R is generated as an implication between the

antecedent and consequent.
20: return R

KSPMI is developed into four system modules that cor-
respond to these four processes. In the next section, we demon-
strate the implementation of KSPMI on several real-world
and synthetic data sets.

5. KSPMI: the knowledge-based predictive
maintenance system
In Section 4, we introduced the four core modules of

KSPMI. In this section, we first describe the development
environment and programming tools for KSPMI12. Then we
introduce the core functionalities of KSPMI by following the
key steps introduced in Section 4: frequent chroniclemining,
SWRL rule generation and pruning, expert rule integration,
failure detection and prediction.
5.1. Software development environment

Several software and tools are used for the development
of KSPMI. They are listed as follows:

1The source code and all used data sets for KSPMI can be found at:
https://github.com/caoppg/KSPMI.git

2A demonstration video for KSPMI can be found at:
https://sites.google.com/view/kspmiknowledge-basedsystem/home
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Algorithm 2 Algorithm to detect the three issues when an
expert rule is integrated into the chronicle rule base, adapted
from [15].
Require: A chronicle rule base  which contains a set of

failure chronicles, and an expert rule Re which is in the
form of a failure chronicle.

Ensure: ′: the integrated rule base.
1: ′ ← .
2: for each R ∈  do
3: if ChroRedundancy(Re, R) then
4: ⊳ Rule redundancy issue detected. A ChroRedundancy

message is printed, no change in the rule base.
5: end if
6: if ChroSubsumes(Re, R) then
7: ⊳ Rule subsumption issue detected.
8: Remove(R,′)
9: ⊳ Remove the subsumed chronicle rule from the rule

base.
10: Integrate(Re,′)
11: ⊳ Integrate the expert rule into the rule base.
12: end if
13: if ChroConf lict(Re, R) then
14: ⊳ Rule conflict issue detected.
15: Remove(R,′)
16: ⊳ Remove the conflict chronicle rule from the rule

base.
17: Integrate(Re,′)
18: ⊳ Integrate the expert rule into the rule base.
19: end if
20: end for each
21: return ′

• Java Platform, Standard Edition (Java SE) 3. Java SE
is a computing platform for developing and deploy-
ing portable codes for desktop and server applications.
This platform uses Java as programming language and
belongs to the Java software-platform family.

• Eclipse4. It is an open source and integrated develop-
ment environment (IDE) for computer programming.
Eclipse maintains essential tools for Java developer,
which includes a Java IDE, a Concurrent Version Sys-
tem (CVS) client, Git client, Maven integration and
WindowBuilder. It also contains a base workspace
and an extensible plug-in system for developers to cus-
tomise the programming environment.

• Protégé5. Developed by Stanford University, Protégé
is a free and open-source software for developing knowledge-
based systems and editing ontologies. Since its re-
lease, Protégé has become the most popular software
for developing and maintaining ontologies. When de-
veloping knowledge-based systems, Protégé can be trans-
ferred into a Java-based Application Programming In-

3https://www.oracle.com/java/technologies/javase-downloads.html
4https://www.eclipse.org/
5https://protege.stanford.edu/

terface (API). During our development phase, three
Protégé-basedAPIs and libraries have been used: OWL
API6, SWRL API7, and SQWRL API8.

• Drools9. It is a popular Java-based open source rule
engine. Drools has various important features such as
rules, rule flows, temporal modelling, decision tables,
and complex event processing. These features support
a wide range of reasoning tasks such as ontology rea-
soning, temporal reasoning, and imperfect reasoning.

• Sequential Pattern Mining Framework (SPMF)10. It
is a Java-based open source data mining library, with
specialisation in pattern mining. With current version
v2.46, SPMF supports 202 data mining algorithms.
SPMF can be used via a simple user-freindly interface,
command line, or source codes. For KSPMI, we in-
tegrate the source codes of pattern mining algorithms
into KSPMI.

In the next sections, we demonstrate the key features and
functionalities of KSPMI. The main Graphical User Inter-
faces (GUI) of KSMPI will be presented alongside experi-
mental results obtained from both real-world and synthetic
data sets.
5.2. Experimentation on a real-world industrial

data set
KSPMI takes sequential data sets as input. Our first ex-

perimentation is conducted on theUCI SECOMdata set [44],
which contains measurements of features of semi-conductor
production within a semi-conductor manufacturing process.
5.2.1. The UCI SECOM data set

In the UCI SECOM data set, 1567 data records and 590
attributes are collected. The rows in the data set stand for
test points. Every test point consists of 589 attributes, where
each attribute is associated with its numerical value. The
values in the second last column are the timestamps when
these test points are recorded. Since the timestamps are in
ascending order, the test points are considered as a sequence
of events that are timely ordered. A binary label is given
in the last column for each row, which indicates a pass (0)
or fail (1) of the recorded test point. In total, 104 number
of records represent the failures of production. The data is
stored in a raw text file, within which each line represents
an individual example of recording with its timestamp. The
features are separated by spaces. In the input data set, events
are associated with timestamps, and each test point is given
a binary label (e.g. –1 corresponds to normal status, and 1
corresponds to a failed status). Fig. 5 shows an excerpt of
the UCI SECOM data set as system input.

However, not all the data contained in the UCI SECOM
data set is relevant to the failure prediction task. Indeed,

6http://owlapi.sourceforge.net/
7https://github.com/protegeproject/swrlapi
8https://github.com/protegeproject/swrlapi/wiki/SQWRL
9https://www.drools.org/

10https://www.philippe-fournier-viger.com/spmf/
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Figure 5: An excerpt of an input data set for KSPMI.

some of the data is irrelevant and is considered noise. To
deal with this challenge in high-dimensional data, feature se-
lection is a feasible way to remove irrelevant and redundant
data. This can improve learning accuracy, facilitate a bet-
ter understanding of data, reduce data processing time and
memory consumption [9]. In this work, the feature selection
method introduced in [33] is used to select a relevant subset
of the feature set for failure prediction.

After the feature selection step, data discretisation [52]
is performed on the data set. The goal of data discretisa-
tion is to transform continuous variables, functions or data
attribute values into a finite set of (discrete) intervals. Each
interval is associated with a range of data values. For each
variable, 20 bins are created to discretize continuous vari-
ables into discrete numeric intervals. We then use integers
from 1 to 20 to represent these discrete numeric intervals.
After that, data sequentialisation is implemented to trans-
form the UCI SECOMdata set into a sequential format. This
will enable us to perform frequent chronicle mining on the
data. To do this, the sequentialised data is structured in the
form of pairs (event, timestamp). Within each data sequence,
the last event represents a failure. This allows us to extract
a set of frequent failure chronicles out of data. For a failure
chronicle, all the events happen before the last one are con-
sidered “normal” events. Up to this step, we have finished
the pre-processing of the UCI SECOM data set.
5.2.2. The frequent chronicle mining GUI

The execution of KSPMI starts with the frequent chron-
icle mining phase on input data. To show the functionali-
ties of the software, we take the pre-processed UCI SECOM
data set as input. After frequent chronicle mining, we obtain
a set of frequent sequential patterns which contain the order
information of events. The CloSpan algorithm also allows
to filter less informative patterns and retain closed frequent
sequential patterns that best describe the data set. There-
after, we execute the Clasp-CPM algorithm to obtain a set of

frequent failure chronicles that describe failures events and
their temporal constraints. The frequent failure chronicles
are mined from similar data sequences to the one shown in
Fig. 2, where the last events are failure. For a failure chroni-
cle, the last node also represents a failure (e.g. if the pattern
shown in Fig. 3 is a failure chronicle, then the last event C
represents a failure event). These frequent failure chronicles
will be transformed into SWRL rules for the goal of failure
prediction.

Fig. 6 shows the output of the frequent chronicle mining
phase. On the top of the interface, a table containing fre-
quent failure chronicles is displayed. Each row of the table
corresponds to a frequent failure chronicle, and each chron-
icle is associated with three important measures: chronicle
support, accuracy, and coverage. Among these three mea-
sures, chronicle support is calculated during the pattern min-
ing process. By clicking on each table entry, the accuracy
and coverage measures are displayed on the top right side.
Also, a graph-based chronicle is shown on the lower part
of the interface. Within each graph, nodes represent differ-
ent events (non-failure events and failure events), and edges
stand for time intervals among events. The integers asso-
ciated with each node are the nominal attributes we obtain
from discretisation. A set of integers (e.g. 4 5 7 11 13 19)
together form the description for an event. An event with
integer 0 indicates a failure, which is normally the last event
within a chronicle.

A “Transform the extracted chronicles into SWRL rules”
button is designed at the bottom of this interface to allow
users to proceed. After clicking, the SWRL rule genera-
tion and pruning phase is enabled. The generation of SWRL
rules is enabled by Algorithm 2, where each frequent failure
chronicle is transformed into an IF-THEN-based logic rule.
As a result, all the extracted chronicles are transformed, and
SWRL rules are generated to form a rule base. We name
it as a “chronicle rule base”. After that, the generated rules
will be pruned according to rule accuracy and coverage mea-
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Figure 6: The chronicle mining GUI of KSPMI.

sures. We will introduce the rule pruning process in Sec-
tion. 5.2.3.
5.2.3. The SWRL rules generation and rule pruning

GUI
With obtaining a set of frequent failure chronicles, we

aim to generate SWRL predictive rules for ontology reason-
ing. In the SWRL rules generation and rule pruningGUI, the
extracted chronicles are firstly transformed into rules using
Algorithm 2. Syntax of the generated rules are shown on the
left side of the GUI, as shown in Fig. 7. Each generated rule
is a horn-like logic statement where antecedent (body) im-
plies consequent (head). As the rules are transformed from
chronicles, the antecedent of a rule describes normal events
as well as their temporal constraints. The consequent of a
rule contains information about the temporal constraints be-
tween normal events and the failure event.

Normally, the number of chronicle rules transformed from
chronicles is large. However, due to a certain degree of im-
precision in real-world data, some of the extracted chroni-
cle rules may suffer from low quality. Also, overfitting is a
problem that often arises in rule-based classification and pre-
diction problems [4]. In this context, these low-quality and
overfitting rules may reduce the accuracy and efficiency of
KSPMI. Therefore, we design a rule pruning software mod-
ule to prune the chronicle rule base and select a subset of
high-quality rules for failure prediction.

In this context, KSPMI implements a rule pruning pro-
cess applied to the rule base obtained from frequent chron-
icle mining. As introduced in Section 4, two measures are

Figure 7: The SWRL rules generation and rule pruning GUI.

computed to evaluate rule quality. We identify accuracy and
coverage as the two rule measures for evaluating the quality
of SWRL rules, as these two measures are two basic charac-
teristics of a rule and indicate a rule’s reliability [5].

We then compute the average values of these two quality
measures under different chronicle support. Table 2 shows
the results. From the results, we see that as chronicle support
increases, the accuracy of rules also increases. This is be-
cause as the support of extracted chronicles increases, more
relevant chronicles are extracted. However, the number of
extracted chronicles decreases. As a result, there are fewer
SWRL rules generated. As the number of SWRL rules de-
creases, fewer data sequences are covered by the rules. This
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is the reason why the average values of rule coverage show
a downtrend in the table.
Table 2
Two rule quality measures under different chronicle support.

Chronicle support Accuracy Coverage

0.5 76.52% 74.26%
0.6 74.14% 75.71%
0.7 76.98% 74.35%
0.8 79.33% 70.49%
0.9 82.56% 68.10%
1.0 84.45% 67.71%

The SWRL rules transformation and rule pruning GUI
allows users to visualise the transformed rules and to select
the best-quality rules by using amulti-objective optimisation
approach. We use the fast non-dominated sorting approach
introduced in [47] to obtain the ranking of Pareto dominance
for chronicle rules. After that, the rules within the first front
are selected to perform rule-based reasoning. In this way,
we only keep a subset of chronicle rules that have the best
quality. These best-quality rules are afterwards launched for
failure prediction.

The fitness function of the multi-objective optimisation
approach can be shown by clicking the “Fitness Function”
button. For KSPMI, we use the product of rule accuracy and
coverage as fitness function. It is introduced by Equation 6:

F itness(R) = Accuracy(R) × Coverage(R). (6)
The fitness value reflects the quality of a rule. The higher

this value is, the better quality of the SWRL rule is.
The button “Rule Pruning” enables the pruning of the

rule base by using the fast non-dominated sorting algorithm
on the two rule quality measures. To visualise the results,
a subset of best-quality rules are displayed on the left side,
and the objective function values of them can be plotted by
clicking the button “Plot the Best Rules”. For UCI SECOM
dataset, the rule pruning results are shown on the right side
of Fig. 8. We select those rules within the first Pareto Front
and consider them as best quality. After rule pruning, we use
the best-quality rules to construct a new chronicle rule base.
5.2.4. The expert rule integration GUI

After obtaining a set of best-quality rules, users can pro-
ceed to the expert rule integration phase, where expert rules
are used to complement the chronicle rule base. The goal of
this step is to improve the overall fitness of the whole rule
base, for achieving a better performance regarding failure
prediction.

Fig. 9 shows the expert rule integration GUI of KSPMI.
The used expert rules are retained as a separate rule base
against the chronicle rule base. Users can open the expert
rule file and push the stored expert rules into the system. At
the lower part of this GUI, potential rule quality issues are
detected and then printed. Fig. 10 shows an example of an

expert rule file. This rule file can be opened by clicking the
button “Open Expert Rules”. The expert rules are the same
format as the chronicle rules, with differences in rule atoms
within either antecedent or consequent part.

The expert rules can be integrated into the chronicle rule
base by clicking the “Input Expert Rule” button. After click-
ing this button, the system tries to push the input expert rule
into the chronicle rule base. If there is no rule quality issue
detected, the expert rule is directed integrated into the chron-
icle rule base. A “No rule quality issue detected” message is
printed in the text area of GUI. If any quality issue detected,
appropriate actions are automatically performed according
to the decision making process in Algorithm 2. Within this
example shown in Fig. 9, a conflict issue is detected among
the integrated expert rule and chronicle rule base. The sys-
tem then automatically removes the conflict chronicle rule
and add the expert rule into the rule base. As we assign fit-
ness values of expert rules as 1, the quality of expert rules
is considered higher than chronicle rules. This is the rea-
son that KSPMI always keeps the expert rule instead of the
chronicle rule when a conflict issue is detected.
5.2.5. The failure detection and prediction GUI

After the expert rule integration process, we proceed to
the failure prediction step. To enable failure prediction, we
use Drools rule engine to perform ontology reasoning on the
individuals that are populated in the MPMO ontology (this
ontology is introduced in our previous paper [12]). Within
this step, ontology reasoning is performed on the object and
data properties of the individuals in MPMO.

After ontology reasoning, a SQWRL query is created to
retrieve the prediction results. SQWRL is built on the SWRL
rule language that treats a SWRL rule antecedent as a pattern
specification for a query. In the consequent part, a SQWRL
query replaces a rule consequent with a retrieval specifica-
tion. By matching the individuals within the ontology, the
proposed SQWRL aims to retrieve the temporal information
of failures.

Fig. 11 shows the first round of prediction results. After
frequent chronicle mining, SWRL rule generation and prun-
ing, 5 expert rules are taken as input for integration. Af-
ter detecting potential quality issues, the updated rule base
consists of 6 rules. Then the proposed SQWRL query is exe-
cuted. As a result, 13 rows of prediction results are returned.
They are shown in the table at the bottom part of the failure
detection and prediction GUI. In the bottom table, the left
two columns are the individuals populated in theMPMO on-
tology. The right two columns gives the minimum and max-
imum numeric time values from an event to a future failure.
The computation of these two numeric time values are per-
formed by the Clasp-CPM algorithm. These two columns
together with the event pair gives the temporal constraints
of failures.

After the first round of prediction, we continue integrat-
ing more expert rules into the rule base. A larger rule base is
used for the second round prediction. For the second round,
the updated rule base consists of 9 rules, as shown in Fig. 12.
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Figure 8: The rule pruning results. The best-quality rules
are plotted within the first Pareto Front.

Figure 9: The expert rule integration GUI.

Figure 10: An example expert rule base for the UCI SECOM
data set.

Then we use this new rule base to perform ontology reason-
ing. This time we obtain 39 rows of results indicating the
temporal information of 39 failures from the SQWRL query.
In this way, the rule base is progressively updated with more
expert rules integrated. As a result, the overall coverage of
the rule bases increases. This enables KSPMI to detect and
predict more potential failures and their time of occurrence.

Figure 11: The first round of failure detection and prediction.
6 rules are used for failure prediction, SQWRL query returns
13 rows of prediction results.

5.2.6. Evaluation of rule quality
We then conduct another experimentation to simulate the

expert rule integration process and to evaluate the overall
quality of the rule base. To do this, the UCI SECOM data
set is separated into a training set (80%) and a test set (20%).
We apply frequent chronicle mining on the training set to
extract chronicles and rules. The rules are then applied to
the test set for failure prediction. Within the training set, a
subset of chronicle rules that have the highest fitness values
are treated as expert rules. The reason we do this is that these
high-fitness chronicle rules have a higher chance to validate
the data sequences in the test set. Thus they are considered as
expert rules. The remaining rules are regarded as chronicle
rules.

To obtain expert rules, the fast non-dominated sorting al-
gorithm [47] is used to select a subset of best-quality chron-
icle rules. The rules that fall into the first Pareto Front are
considered as expert rules. Since these expert rules Pareto-
dominate all the rest, they are more reliable than other rules.
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Figure 12: The second round of failure detection and predic-
tion. 9 rules are used for failure prediction, SQWRL query
returns 39 rows of prediction results.

All the rules in the other Pareto Fronts construct a chronicle
rule base.

During the expert rule integration process, Algorithm 2
is used to detect redundancy, conflict, and subsumption is-
sues. If no issue is detected, the expert rule is directly in-
tegrated. If any issue is detected, Algorithm 2 is executed
to take appropriate actions for rule base update. After that,
the average fitness of the updated rule base is computed.
With each expert rule integration, the updated rule base is
launched for failure prediction against the test set.

Fig. 13 shows the obtained average fitness values with
different number of expert rules as input. X axis is the num-
ber of expert rules, and Y axis stand for the average fitness
value of the whole rule base. For the ease of visualization,
we choose chronicle support=0.6 and show the change of fit-
ness values. In general, as more expert rules are integrated
into the chronicle rule base, the average fitness increases.
The reason is that as more expert rules are integrated, the
data sequences in the test set have more chances to be vali-
dated by the integrated rule base. This leads to an increase
in the fitness value.

However, one exception happens when the number of ex-
pert rules = 4. For this exception, the new expert rule fails
to validate enough data sequences in the test set. This is
because the antecedent part of the expert rule only cover a
few data sequence in the test set, or the actual failure occur-
rence time falls outside of the predicted temporal constraints.
These two reasons both indicate unsuccessful failure predic-
tion. As a result, the fitness value of this expert rule lower
than the average value of the whole rule base. This leads to
a decrease of the average fitness value.
5.2.7. Results comparison

We then validate our approach by comparing the pro-
posed hybrid predictive maintenance method with existing
similarmethods in the literature. KSPMI is evaluated against
the results reported in a similar contribution [12]. In [12],
a predictive maintenance system was proposed but without
the rule pruning and expert rule integration processes. In

Figure 13: The average fitness values of the rules in the inte-
grated rule base with different number of expert rules.

this context, we aim to evaluate how the pruning of SWRL
rules and the integration of expert rules can improve sys-
tem performance. To do this, three performance measure-
ments are selected: the True Positive Rate (TPR), the Pre-
cision of failure prediction, and the F-measure. The defini-
tions of these three measurements can be found in [12]. Ta-
ble 3 shows the comparison results. Within the table, CS
stands for Chronicle Support. The average values of the
three measures are computed. During the comparison, the
number of integrated expert rules is 8, which is the same
as the experimentation conducted for Fig. 13. Within this
experimentation, the chronicle rules are obtained from the
training set (80%), and the performance is evaluated on the
test set (20%).

Table 3
Comparison between KSPMI and a hybrid predictive mainte-
nance system introduced in [12].

System CS TPR Precision F-measure

[12]

0.5 88.28% 88.28% 86.44%
0.6 90.38% 88.51% 87.26%
0.7 89.44% 85.28% 86.55%
0.8 86.29% 84.44% 85.81%
0.9 84.21% 86.12% 85.11%
1.0 82.24% 83.79% 85.35%

KSPMI

0.5 89.82% 89.76% 87.36%
0.6 90.40% 89.23% 87.81%
0.7 89.94% 86.54% 88.19%
0.8 87.35% 86.20% 86.68%
0.9 86.98% 85.38% 84.45%
1.0 86.98% 85.38% 84.45%

From the results in Table 3, we observe that KSPMI ob-
tains higher TPR and Precision values than our previouswork
in [12]. This is because the integrated expert rules hold fit-
ness values of 1, which means their quality is higher than
the mined chronicle rules. As a result, the expert rule inte-
gration process improves the overall quality of the rule base
in KSPMI, thus leading to higher performance than the ap-
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Figure 14: Frequent chronicle mining on one synthetic data
set. Chronicle support = 0.73.

proach in [12], where no expert rule integration step was im-
plemented.

For KSPMI, when chronicle support is increased to 0.9
and 1, the TPR and Precision values remain the same. The
reason for this is that the number of best-quality rules (rules
within the first Pareto front) obtained after rule pruning stay
unchanged. Therefore, after expert rule integration, KSPMI
maintains the same rule base under chronicle support= 0.9
and chronicle support= 1. This is the reason that the TPR
and Precision remain the same under these two chronicle
support values.
5.3. Experimentation on synthetic data sets

The performance of KSPMI is also evaluated on several
synthetic data sets11. These synthetic data sets are gener-
ated following the same format as the one shown in Fig. 5.
Within these synthetic data sets, each recording (each row in
the data sets) is also timestamped and a label is given to indi-
cate the non-failure/failure event. To apply the Clasp-CPM
algorithm for chronicle mining, we tune several parameters
to generate different size of synthetic data. These parame-
ters include the number of data sequences in the data set, the
size of a single data sequence, themaximumnumber of items
within each event, and the maximum number of items within
a singe data sequence. Each data sequence in the synthetic
data sets is also associated with a generated timestamp.

Same as the experimentation performed on theUCI SECOM
data set, the first step in this experimentation is to apply
frequent chronicle mining one synthetic data sets. Fig. 14
shows a screenshot of the frequent chronicle mining GUI we
obtained from on synthetic data set. Within this data set, the
number of data sequences is 1000, and the chronicle support
is set to a randomly-selected number as 0.73 for the Clasp-
CPM algorithm. As a result, the maximum frequency we
obtained from chronicles is 893, which indicates that this
chronicle appeared in 893 data sequences within the whole
data set. There are in total 20 chronicles extracted from this
data set. For this case study, the integer 0 in chronicles also
stands for a failure event.

11All used data sets can be found at:
https://sites.google.com/view/kspmiknowledge-basedsystem/home

After frequent chronicle mining, we proceed to SWRL
rule generation and pruning. After clicking the “Transform
the extracted chronicles into SWRL rules” button at the bot-
tom, the failure chronicles are transformed into predictive
SWRL rules. 20 SWRL rules are generated after this step.
Fig. 15 shows a screenshot of the generated rules.

We then activate the SWRL rule pruning process. The
fast non-dominated sorting algorithm [47] is triggered to re-
move low-quality rules and select best-quality ones for on-
tology reasoning. Fig. 18 shows the rule pruning result. For
the tested synthetic data set, there is only one SWRL rule
that dominates the rest. Thus only this non-dominated rule
is plotted on the right side of Fig. 18.

After that, the simulated expert rules are integrated into
the chronicle rule base. Based on the rule quality definitions
given in Section 3.3 and the rule quality issue detection Al-
gorithm 2, KSPMI progressively improve the overall quality
of the rule base. Fig. 16 presents the expert rule base for this
synthetic data set.

In the end, after pushing all 8 expert rules into KSPMI,
the integrated rule base is launched for failure prediction.
For this experimentation, the integrated rule base consists
of 5 SWRL rules. After launching the SQWRL query, we
obtain 28 rows of results. Fig. 17 shows the prediction re-
sults for this synthetic data set. Similar to the experimen-
tation conducted on the UCI SECOM data set, the two ta-
ble columns on the right side together with the events pairs
(events-failures) give the temporal constraints for failure oc-
currence. Up to this step, we have accomplished the failure
prediction task for this synthetic data set.

6. Conclusions
This paper introduces a knowledge-based predictivemain-

tenance system for Industry 4.0, named KSPMI. KSPMI en-
ables an automatic predictive maintenance process by lever-
aging both statistical AI and symbolic AI methods. The ex-
ecution of KSPMI starts with the chronicle mining process
on industrial data sets, after which a set of failure chroni-
cles are extracted. Then, a novel hybrid approach is pro-
posed to transform the extracted chronicles into predictive
SWRL rules. After that, rule base pruning and integration
approaches are proposed to update the rule base automati-
cally and progressively. Simulated expert rules are taken as
input to the rule base integration process. At last, the inte-
grated rule base is used together with domain ontologies to
perform ontology reasoning for the goal of failure prediction.
KSPMI has been tested and validated on both real-world and
synthetic data sets.

The contributions proposed in this paper may induce po-
tential future research. We describe them as follows:

• The first future work is the consideration of more rule
quality measures. We aim to involve more rule qual-
ity measures for rule pruning, such as Agreement, In-
formation, and Logical Sufficiency [6]. Among them,
Agreement evaluates the association between the ele-
ments of a contingency table with its main diagonal.
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Figure 15: 20 SWRL rules are generated from the chronicles shown in Fig. 14.

Figure 16: An example expert rule base for the synthetic data set.

Figure 17: Failure prediction GUI for the synthetic data set. 5 rules are launched for failure prediction, SQWRL query returns 28
rows of prediction results.
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Figure 18: Rule pruning result for one synthetic data set.

Informationmeasures the amount of entities aR needs
to encode for correctly classifying an instance into a
certain class. An information score can be derived as
QIS = −logNa

N + logNaf
Na

, where the values of Na,
Naf , N are computed from Table. 1. Logical Suffi-
ciency is a standard likelihood ratio statistics that eval-
uates whether a rule R is encouraging for the classi-
fication of class C . The larger this value is, the more
feasible R is for classifying C .

• The second future work is to enable the evaluation of
rule quality for expert rules. For KSPMI, the proposed
approach is based on the hypothesis that the expert
rules have a fitness value of 1. Because of this, ex-
pert rules are considered more reliable than chroni-
cle rules. However, due to the complex and uncertain
characteristics of the manufacturing industry, experts
are not always reliable. Once erroneous or fake expert
rules are provided, KSPMI may fail to predict failures
that are certain to happen in the future. To address
this issue, the rule pruning step should be extended to
cover the whole integrated rule base. In this way, a
subset of best-quality rules are selected from the inte-
grated rule base instead of merely from the chronicle
rule base.

• The third future work is the real-time processing of
data. Since KSPMI uses classic ontology reasoning
for failure prediction, it is not able to make decisions
on the fly. Indeed, the manufacturing domain is quite
knowledge-intensive and dynamic that requires real-
time decision making. To cope with this challenge,
stream reasoning [21] will be utilised to replace the
current reasoning techniques used in KSPMI. Stream
reasoning is a logical reasoning approach that com-
bines Complex Event Processing (CEP) and Seman-
tic Web technologies. In the future, we aim to utilise
advanced stream reasoners to continuously query and
reason on dynamic industrial data.
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